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**Introduction**

When using information systems for critical tasks, for example, controlling and managing industrial processes or handling valuable information, such as e-votes, bank transactions, transmitting state secrets or business sensitive information, information security becomes very important. In general, the owners and users of information systems would like to ensure certain levels of confidentiality, integrity and availability of both information and information systems, so that their own targets could be met. The trouble is that information system components sometimes have vulnerabilities. Threats, both natural and human-made, will sometimes take advantage of those vulnerabilities and will affect the information security targets and users will then fail to achieve their own objectives.

To combat those threats, various security measures are usually deployed. Starting from physical security measures, continuing with organizational and procedural measures and also including IT security measures, such as authentication, access control, encryption, digital signatures, redundancy, sand-boxing, logging, and various other technical measures. They all tend to decrease the risk of materializing threats, however, in the relatively young field of information security, the effectiveness of those security measures is usually not certain. Sometimes mistakes are made in the deployment, sometimes the measures themselves contain bugs and vulnerabilities and the resulting total security situation is not usually known. It still might happen that a skillful attacker might be able to successfully attack us.

It is currently difficult to quantify how hard it is to attack the information system.

Cryptography, a much more rigorous discipline, has concepts of those kinds of guarantees mostly because encryption has been used for ages to protect the military and government secrets during the transmission and huge resources have been applied on one side to read those encrypted messages and on the other side,
to make this process harder. Nowadays, we even have mathematical proofs about the strength of various cryptographic methods, e.g., the problem of breaking the security of public key encryption can be reduced to the problem of factorization of very large numbers. Because it seems that this factorization problem is very complicated, we can therefore say that breaking the public key encryption is a very hard problem as well.

However, most of the cryptographic methods simply transform one kind of security problem into another, e.g., strength of public key encryption depends on the secrecy of private keys and security of SSL/TSI technology depends on users actually paying attention to and understanding browser and security alerts. Those assumptions can still be attacked outside the area of cryptography, but within the scope of general information security. Therefore, we cannot just take mathematical proofs from cryptography and rely on reductionist security to find out if the information system is secure against practical, real world attackers.

Some other fields use the science of risk assessment to find out which threats are more likely to materialize and how much attention should be spent on managing these. For example, the insurance industry is mostly successful in this business. Usually, they can measure the risk by multiplying the probability of an event with the amount of losses associated with a single event and get an expected loss.

However, the insurance industry usually deals with natural threats and they have a very large body of statistical information on their side. They can simply look up from a database how frequently the floods have occurred in that part of the country where the client has built his or her house and then make an informed decision about the premium of the insurance contract. In information security, such kind of data is not (yet) available because the field itself is still very quickly evolving and secondly, the victims of security incidents tend to usually hide this fact and embarrassing details from the general public.

Therefore, it is not possible to simply use frequentist approach for quantifying the probability of complex security incidents.

Engineers also have the same problem, because in their field the reliability of the products is the main concern. Even though they could build a sample of test products and then stress test them and then find out how likely they are to fail in the operational conditions, this becomes rather expensive with larger machines. You cannot just build hundreds of space shuttles and then see if there is a fault in the design or in the selection of components. To find out how likely larger machines are to fail, or how reliable they are before actually building them,
engineers have created a methodology called fault tree analysis. Multiple ways of how the machine or components could fail are put to the fault tree and then connected together with a different kind of logic gates. The resulting tree describes the dependencies between fault events and with the failure probabilities of the individual components, the probability of the total system failure can be simply computed.

The same approach is applied to information security where complicated, multi-stage attacks against information systems are usually composed from simpler attacks. The combined attack could be described by an attack tree that is essentially the same thing as a fault tree. If corresponding security metrics could be assigned to the attack tree leaves and there is a valid computation model, the attacker's success probability, or perhaps even attacker's expected utility could be computed from the attack tree. This would allow the security people and software designers and information system owners to speak with each other about quantified security and make informed decisions concerning the kind of security measures to be applied and built into systems.

The attack tree analysis has been studied for almost 20 years and applied to the real life security analysis as well, however, most of the publications are not based on solid theoretical foundations and economic models, which would allow the attack tree analysis to be used in a company along with other economic considerations.

In this thesis, it is shown that some of the current attack tree models are not usable and do not produce consistent results. Instead of them, two new models are proposed, which allow the following behavior of attackers. In the first model, the attacker can choose the list of elementary attacks to be performed and the attacker's expected utility is then computed based on the assumption that all elementary attacks are performed in parallel. In the second, more realistic model, the attacks are performed sequentially and the attacker can make decisions in between if it is worth trying the next attack, or not. Computing the attacker's utility uses multiple parameters of attack tree leaves, such as the success probability of the attack, cost of the attack and excepted penalties, which are also used in the model of economically motivated crimes.

Compared to previous models, this is a significant advancement of attack tree analysis. The present thesis is based on the following three academic papers written in the period from 2008 until 2010.

I A. Jürgenson and J. Willemsen. Computing exact outcomes of multi-

The author contributed to this paper with the implementation of the computation model in the programming language, running the performance tests and collaborating on the parallel attack tree model development.


The author collaborated on the serial attack tree model development.


The author’s contribution to this paper was the implementation of the parallel model optimizations, contributions to the genetic algorithm model, implementing and running the performance and accuracy tests.

In Appendix C of the thesis, copies of papers I–III are included on pages 109–155.

The outline of the thesis is the following. Chapter 1 on page 17 and Chapter 2 on page 27 give the overview about the current state of the art in the field of security modeling and quantitative risk assessment with attack trees. Existing research results allow us to perform security analysis and estimate roughly if the attack is feasible or not, but they have several shortcomings. We list those problems and give corresponding counter-examples in Section 2.8 on page 39.

The main result of this thesis is the removal of those shortcomings and presenting the real-life usable methodology to analyze the feasibility of the attack from an attacker’s viewpoint. The thesis studies two attack tree models, which allow us to model attackers of different behavior. The first model is presented in Chapter 3 on page 43 and it requires an attacker to decide on the list of attacks before the start of the campaign and then all attacks are tried in parallel. The second model is presented in Chapter 4 on page 65 and that allows an attacker to start attacking and then adaptively decide during the campaign which attacks will be
tried next based on the success or failures of preceding attacks.

These models allow a security analyst to find out the expected utility of the attacker. If the utility is positive, we can conclude that there is an effective attack against the current system. If the utility is negative or zero, the system may be secure against rational attackers. However, the exact computing algorithms all have exponential complexity and they can handle in reasonable time only rather small attack trees. To allow processing much larger attack trees constructed in the real-life security analyses, approximate algorithms are presented for both models in Section 3.7 and 4.5.
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## Abbreviations and Symbols

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGP</td>
<td>Border Gateway routing Protocol</td>
</tr>
<tr>
<td>CNF</td>
<td>Conjunctive Normal Form of the Boolean formulas</td>
</tr>
<tr>
<td>DNF</td>
<td>Disjunctive Normal Form of the Boolean formulas</td>
</tr>
<tr>
<td>DPLL</td>
<td>Davis-Putnam-Logemann-Loveland algorithm to find out if the Boolean formula is satisfiable</td>
</tr>
<tr>
<td>RDAG</td>
<td>Rooted directed acyclic graph</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio Frequency Identification systems</td>
</tr>
<tr>
<td>SAT</td>
<td>Satisfiability problem of Boolean formulas</td>
</tr>
<tr>
<td>#SAT</td>
<td>Problem of counting the number of solutions to the SAT problem</td>
</tr>
<tr>
<td>SCADA</td>
<td>Industrial process control systems</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>WTLS</td>
<td>Wireless Transport Layer Security</td>
</tr>
<tr>
<td>WAP</td>
<td>Wireless Application Protocol</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{T}$</td>
<td>Attack tree $\mathcal{T}$ with AND-nodes, OR-nodes and set of leaves $X = {X_1, \ldots, X_n}$ and parameter Gains</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>Boolean formula $\mathcal{F}$ defined by the syntax tree of the attack tree $\mathcal{T}$</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Leaf (elementary attack) $X_i$ of the attack tree $\mathcal{T}$ with parameters $p_i$ and Expenses$_i$</td>
</tr>
</tbody>
</table>

continued on the next page…
Symbol | Definition
--- | ---
**Expenses**,\(_i\) | Expected cost of launching the elementary attack \(X_i\), which includes the preparation costs and expected penalties
\(p_i\) | Probability of succeeding with the elementary attack \(X_i\)
**Gains** | Reward of an attacker, when the attack tree \(T\) is realized by the attack suite \(S\)
\(S\) | Attack suite \(S \subseteq X\) of the elementary attacks in the attack tree \(T\)
\((S, \sigma)\) | Ordered attack suite, where \(S \subseteq X\) and permutation \(\sigma\) defines the order of elementary attacks \(\langle X_{\sigma(1)}, \ldots, X_{\sigma(m)} \rangle\)
\(\sigma\) | Permutation \(\sigma\) is the bijective function \(\alpha : \{1, \ldots, m\} \rightarrow \{1, \ldots, m\}\)
**Outcome**\(_S\) | Outcome value of the attack suite \(S\)
**Outcome**\(_{S,\sigma}\) | Outcome value of the ordered attack suite \((S, \sigma)\)
\(p_S\) | Probability of \(\mathcal{F} = \text{true}\) after executing the attack suite \(S\)
\(p_{\sigma}\) | Probability of \(\mathcal{F} = \text{true}\) after executing the ordered attack suite \((S, \sigma)\)
\(p_{\sigma,i}\) | Probability that during the execution of ordered attacks \(\langle X_{\sigma(1)}, \ldots, X_{\sigma(m)} \rangle\) the elementary attack \(X_{\sigma(i)}\) will be tried
\(\mathcal{G}_m\) | The symmetric group with a degree \(m\)
CHAPTER 1

SECURITY MODELING

1.1 BUILDING MODELS OF SECURITY

In science, when studying some particular problem, it is common to build idealized and somewhat simpler models and then try to understand the phenomenon by applying and testing those models on real life situations. Frigg and Hartmann write in [30]:

> Scientists spend a great deal of time building, testing, comparing and revising models, and much journal space is dedicated to introducing, applying and interpreting these valuable tools.

It would be natural that security researchers are also following the same lead and are trying to model the organizations, information systems, attacks and faults from the security aspect.

One of the earliest papers on general security modeling is [70] by Schumacher and Roedig from 2001 and a book [69] by Schumacher from 2003. They build on the success of the software development patterns in the software engineering field and argue that the same kind of approach must be followed in security engineering as well. They identify several possible options for representing those security patterns, such as human readable security policies, Common Criteria standards and also attack trees.

More recently, Miede et al. are proposing a generic metamodel in [54] for IT security, capturing both its major concepts and relations of those concepts to each other. Their model includes concepts, such as threat, attack, attacker, attack tool
and they also reach a conclusion that quantitative and qualitative attack metrics are useful concepts. They are supported by Trivedi et al. who are linking together the security models and dependability modeling concepts in [75]. Nicol et al. also compare security models and dependability models in [56], but they come into conclusion that security models should include additional properties which cannot be directly mapped to dependability concepts.

Baadshaug et al. study the current approaches to graphical security modeling in [5]. They choose the Vulnerability Inspection Diagram (VID) methodology for their usability and performance testing experiments. The working hypothesis is that specialized security modeling tools will outperform general modeling tools when creating security models. They modify the existing SeaMonster security modeling tool to support VID and assign modeling tasks to ten students who are using SeaMonster and general Microsoft Visio tools to solve them. The experiment results show that special security modeling software indeed provides better results and is therefore useful and required.

Tøndel et al. combine two security modeling techniques: misuse case diagrams and attack trees in [76]. A similar kind of a merged technique to specify software security requirements has been proposed in [32] by Gandotra, Singhal, and Bedi. The approach was first suggested by Diallo et al. [22] in 2006, when they compared the Common Criteria security specification model, misuse cases and attack trees. Misuse cases are analogues to use-cases from the Unified Modeling Language (UML). Where use-cases describe those useful and required activities, which the legitimate users of the system need to be able to perform, the misuse cases list those actions which we would like to prevent from happening, e.g., the malicious attacks. Creating attack trees to give more detailed descriptions of how the complicated misuse cases might be achieved, the security models and software requirements become more easily understandable by developers.

The usability of the misuse cases and attack trees as separate techniques were studied by Opdahl and Sindre in [57]. In two experiments, 28 and 35 participants solved threat identifications tasks, first with misuse cases and then with attack trees. The main finding of the study was that attack trees were more effective for finding threats, in particular when there was no pre-drawn use-case diagram to help with identifying the misuse cases.

The research of how to model the security seems to be well underway and studies and experiments show that the attack tree analysis in particular is quite a promising method to apply.
1.2 Fault Tree Analysis

Already in the 1960s and 1970s, the system safety and reliability studies in the U.S. Air Force, Boeing and the nuclear power industry used the ideas of component dependancies and the fault trees. Various papers and courses were put together to a single handbook [79] that was published in 1981 and updated [80] by NASA in 2002. It turns out that the fundamental concept of attack trees can be traced back to the fault tree analysis.

Fault tree analysis is a simple analytical technique, where the undesired state (from the safety viewpoint) of the system is chosen as a starting point and then the system and the environment is analyzed to find all of the possible ways in which the undesired state can happen. The fault tree is the graphical representation of this analysis. The faults could be natural disasters, component failures, personnel mistakes and also deliberate attacks. During the analysis, only those events and system components are taken into account which lead to the realization of the root of the fault tree, the undesired state. Therefore, it is not the model of the complete system itself, but only that of the currently relevant failures and components.

1.2.1 Fault Tree Elements

Fault tree analysis makes an important distinction between faults and failures. Failure is specific malfunctioning of a component of the system. However, there can also be situations where the component is functioning perfectly well, but the system is still in an unsatisfactory state because of some other component failures or some environment issues. Therefore, the fault tree analysis uses a more general word fault to describe any kind of events.

Fault events are connected together with different types of logic gates that show the relationship between the lower events and between the higher, intermediate events. The higher event is the output of the gate, the lower events are the inputs to the gate. Different gates can be used to describe this relationship in a more formal way. A sample of the fault tree is presented in Figure 1.1 on page 21.

The handbook [79] defines the following gates.

- **AND** – output fault occurs if all of the input faults occur. AND-gate implies the causality connection between the input faults and the output fault.

- **OR** – output fault occurs if at least one of the input faults occurs. The causality between input faults and output faults are never passed through the OR
• **XOR** – output fault occurs if exactly one of the input faults occurs.

• **PRIORITY-AND** – output fault occurs if the input faults occur in a specific sequence.

• **INHIBIT** – output fault occurs provided that some condition is satisfied. The condition is not modeled as an event but something different.

The handbook writers conclude that the XOR, PRIORITY-AND, INHIBIT-gates are rarely used in practice and usually the fault tree analysis can be completed using only AND and OR-gates. However, later, in the attack tree analysis, Khand argues in [43] that the conventional AND-nodes and OR-nodes of attack trees can not adequately capture all attacks towards those systems and redefines PRIORITY-AND and several new ones. Yager also argues in [88] that the usual attack tree building blocks are insufficient and proposes a probabilistic node that allows modeling of uncertainty in the number of children that needs to be satisfied.

So far, we have been able to do the attack tree analysis using only AND-nodes and OR-nodes and in the following text we are assuming attack trees consisting only of those nodes.

### 1.2.2 Fault Tree Construction

During the construction of the fault trees, the system analyst should consider immediate, necessary and sufficient causes for the occurrence of the events. The immediate causes are usually not the root or basic causes for something, but instead, the immediate causes or immediate mechanisms. Without following this rule, the valid fault tree branches may be missed and the valid causes for system failure might not be analyzed.

It can be illustrated by the circuit in Figure 1.2 on the facing page when we analyze the top event “no input signal to D”. When we do not consider the passive components (the wires between active components A, B, C, D), the temptation is to list the “no input signal to C” as the cause for our top event. However, when considering immediate causes, we should list “no output signal from C” as the cause for our top event. Now we can analyze further the causes to “no output
Figure 1.1: Sample fault tree for a system with active components A, B, C and with faults B01, B02, B03 and the corresponding Boolean formula \((B01 \lor B02) \& B03\)

Figure 1.2: Sample circuit consisting of active components A, B, C, D

signal from C” as follows:

1. “There is an input to C, but no output from C” and
2. “There is no input to C”.

Without following this “Immediate causes” rule or “Think Small” rule, we would have missed the (1) event, essentially a “broken C” event.

Additional best practices, which are helpful to the fault tree construction, also apply to the attack trees and therefore we list them here:

1. Verbosity Rule – Describe precisely, what the fault event is and when it oc-
curs. This results in rather verbose event descriptions, so be it.

2. No Miracles Rule – If the normal functioning of the component propagates a fault sequence, then it is assumed that the component functions normally.

3. Complete the Gate Rule – All inputs to a particular gate should be completely defined before further analysis of any of them is undertaken.

Differently from the attack trees, where we do not explicitly analyze intermediate events, the fault trees require also the "No Gate-to-Gate Rule", which says that gate inputs should be proper events and gate output should be a proper event.

Fault Tree Analysis is now specified as a standard [36] and is well-established in engineering and in the next section we will show how similar concepts are applied to the security field.

1.3 Attack Tree Analysis

Some researchers on cyber attacks have pointed out that cyber attacks in the wild are combined from multi-stage attack methods [8, 17, 74] and according to that view, the hierarchical attack modeling approach, which allows description of larger more complicated attacks consisting of multiple smaller attacks, seems to be very appropriate. The idea of the hierarchical security analysis based on the fault tree analysis was applied to the information security first in 1991. The seminal paper [87] was the response to the U.S. Department of Defense requirements [77] for the security engineering process. The solution was called Threat Logic Trees and the tree root was the high-level potential threat, which was to be decomposed to the tree nodes, either AND or OR-nodes. Finally, the tree leaves are the external attacker actions which do not require further decomposition.

Unfortunately, the publication by Weiss went without much notice and the subject was picked up much later, first in the year 1998 by Salter et al. in [65] and a year later by Schneier in [67, 68]. The methodology is now called attack tree analysis and still follows the same idea. The AND-nodes are such tree elements, which are only satisfied if all the child nodes are satisfied as well. The OR-nodes are satisfied when any on the child nodes are satisfied as well. The tree leaves correspond to the simple attacks that are not divided further in the context of that particular attack tree.

For example, consider the example of the attack tree in Figure 1.3 on the next page. The root node is labeled “Obtain administrator privileges”, which is the goal
for the attacker. It is further divided into two possible cases and the root node is denoted as OR-node. To achieve the goal of having administrator access to the server, either “Access system console” or “Obtain administrator password” could be pursued. Both branches are further divided, until they represent understandable and simple elementary attacks. One possible way to realize this example attack tree is to mount the “Obtain password file” and “Run dictionary attack” attacks. If they are both successful, then the “Guess password” node is realized and in turn, the “Obtain administrator password” node is realized and finally, the “Obtain administrator privileges” root node is realized.

Creating the attack tree structure with the corresponding elementary attack descriptions allows an analyst to argue about the possible attacks and to describe the security situation in a structured, hierarchical way. The resulting attack tree could be easily shared between the security team and studied together. In fact, Steffan and Schumacher even suggest a Web-based method for collaborative at-
tack modeling in [72]. When classifying the elementary attacks into “plausible” and “impossible”, the team can informally also argue about the security of the whole system. If there is a corresponding attack suite which consists of plausible elementary attacks, then it would be clear that the attack tree is realizable by an attacker and the system security is lacking.

Guidelines in the scientific literature of how a security analyst should actually create a usable attack tree are scarce. Since fault trees and attack trees are quite similar in the structure, some of the suggestions in Section 1.2.2 on page 20 also apply to attack trees.

1. Verbosity Rule – Describe precisely, what the attack is and when it occurs. If this results in a verbose descriptions, so be it.
2. Complete the Node Rule – All children of the particular node should be defined before further analysis of any of them is undertaken.

Also, in [55] the following top-to-bottom process for creating attack trees for the security protocol analysis is proposed.

1. The root represents the generic ultimate goal of attacking the target security protocol.
2. The second level represents the security properties that the attacker attempts to violate.
3. The third level represents the mechanism exploited by the attacker, as for example, key exchange, message truncation, and so on.
4. Subsequent levels represent attack stages to achieve level 3 sub-goals.

### 1.3.1 Attack Tree Foundations

To properly argue about the attack trees and the possibility to attack the system, we need a more solid theory. In 2005, Mauw and Oostdijk published their paper [53] which gave the theoretical foundations of the attack trees and the attribute propagation rules. The definitions of the attack tree components are somewhat different from our approach, therefore we do not repeat the original definitions here, but we do cover the important findings of that paper.
Mauw and Oostdijk considered the following aspects of attack trees and argued that attack tree models have to have formal definitions of:

- how the attack tree is composed from elementary attacks and attack tree nodes,
- semantics of the attack tree itself, i.e. how to decide what that particular attack tree represents or means,
- semantics of attack trees must have the associativity and distributivity properties,
- how to compute the attack tree value by attribute values assigned to the elementary attacks.

When those requirements are fulfilled by the particular attack tree model, then it is a consistent and usable model. For example, when we consider an example attack trees from Figure 1.4, we intuitively understand that they represent the same attacks. In fact, they can be described by the equivalent Boolean formulas \((A\&B)\&C \equiv A\&(B\&C)\), because they are both composed of the same elementary attacks and attack tree semantics should have the associativity property.
If the attack tree model includes some sort of parameter computation rules, the equivalent attack trees should have the same value. Otherwise, the attack tree values depend on the order of attacks and even though different analysts could come up with equivalent attack trees, their results will not be comparable. We will later learn that not all current attack tree models follow that essential rule.
CHAPTER 2

QUANTITATIVE SECURITY RISK ASSESSMENT

The Fault Tree Analysis and Attack Tree Analysis create the foundation for security modeling, which we will use in this thesis. The next step in the scientific modeling is to try to invent some metrics and measurements, so that the studied field, information security, could be objectively quantified.

We first refer to [78], where Verendel argues that even though the quantitative risk assessment has been tried for almost 30 years, there is still no validation that security even is measurable. Verendel critically surveys 90 papers of security models, security metrics and security frameworks, from the time period of 1981 until 2008. Only 26 papers included some kind of empirical studies and even then the experiments or observations were usually not repeated, they only included data from the limited time period or focused on one particular case study, and in some papers only applicability of the proposed method was studied. Verendel therefore concludes that quantified security is a weak hypothesis, meaning that quantified security models have not been corroborated by predicting outcomes of experiments in repeated large-sample tests.

Even so, possibly without corroboration and perhaps without solid quantified models, the attack tree analysis has already been used for numerous times for studying the security of real-life situations. For example, the protocol security analysis has been performed with attack trees for digital content protection protocols in [33, 34], BGP routing protocol in [15], Network on Wheels inter-vehicle communication systems in [2], and WTLS security protocol used in WAP-enabled mobile phones in [55].
Regarding information systems, the security of notional online banking systems has been analyzed in [25], the cross-site request forgery attacks in [51], consumer information privacy protection taxonomy is developed in [62], and credential repository and certificate authority system for the Globus grid computing toolkit is analyzed in [63]. The security of e-voting systems has been analyzed in [10] and RFID networks in [18].

The security of SCADA systems responsible for controlling power distribution have been studied with attack trees in [60, 73, 13] and security of digital instrumentation and control systems for nuclear reactors in [44].

To help analysts with jobs like that, commercial software packages, such as AttackTree+ (company homepage at www.isograph-software.com), PTA Professional Edition (www.ptatechnologies.com) and SecurITree (www.amenaza.com), have also been developed to help with security analysis, however, little is known what their security models are based on.

What are the current options for quantified security analysis then?

### 2.1 Quantitative Fault Tree Analysis

First, we will review the results of the fault tree analysis. The main question there is to find out if the system as a whole is likely to fail and what components are the most probable source of the failure. After the dependency graph between the events has been created and after the reliability data of the components have been found out from the experimental results or from the manufacturers’ specifications, the following mathematical theory can be applied.

The fault tree with the AND and OR-gates corresponds to the Boolean formula. For that tree, the minimal cut sets are found, which are the smallest combinations of component failures which, if they all occur, will cause the top event to occur. In a sense, the Boolean formula is converted to the disjunctive normal form (DNF) and the clauses in that form are the minimal cut sets. The probability of the cut set $E_i$ happening can be computed by simply multiplying together the probabilities of the individual faults $A_j$ in that cut set, i.e.

$$\Pr[E_i] = \prod_{A_j \in E_i} \Pr[A_j].$$

We are interested in the probability of a total system failure, the $\Pr[E] = \Pr[\cup_i E_i]$. In general, when $E = A + B$, then $\Pr[E] = \Pr[A] + \Pr[B] - \Pr[A \cdot B]$. 


If events $A$ and $B$ are independent and the $\Pr[A] < 0.1$ and $\Pr[B] < 0.1$, then $\Pr[A \cdot B] = \Pr[A] \cdot \Pr[B]$ is small compared to $\Pr[A] + \Pr[B]$ and we can use the “Rare Event Approximation” [14]. Indeed, usually the component failure probabilities are rather low (in the order of $10^{-5}$ or even smaller) and therefore, a simplification can be made that the probability of any cut set happening is

$$\Pr[E] = \Pr\left[\bigcup_{E} E_i\right] \approx \sum_{E} \Pr[E_i] .$$

The relative importance of some minimal cut set can be found by computing the ratio of $\Pr[E_i] / \Pr[E]$, which allows the analyst to focus on those cut sets which contribute most to the failure of the system and perhaps make some design changes, which will improve the system reliability.

For the Boolean formula with the $n$ number of variables, there can be up to $2^n$ possible satisfying combinations and also cut sets for the fault tree. Fault tree analysis avoids the exponential problems by only considering such kind of minimal cut sets, which consists of up to $k$ components ($k$ being 2 or 3) and just ignoring such sets, which consist of larger amount of components. Because the probability of the single component failure is small, the probability of failure for cut sets with many components is going to be very small and not relevant for the whole system.

### 2.2 Combining Fault Tree Analysis and Attack Trees

In [26] an attempt is made to combine threats and vulnerabilities, resulting the so-called $n$-dimensional view of the attack tree. Later in [28] Fovino et al. combine fault-tree analysis and attack trees and propose a quantitative security risk assessment method. Formal definitions of a fault tree and an attack tree are provided and a mathematical model for the calculation of system fault probabilities is presented.

They are using

$$P_{out\,AND_i} = \prod_{k=1}^{n} P_{in}(k, i) , \quad (2.1)$$

the propagation rule for the $\text{AND}$-nodes, where $P_{in}(k, i)$ is the $k$-th input probability to the $i$-th $\text{AND}$-node and

$$P_{out\,OR_i} = 1 - \prod_{k=1}^{n} (1 - P_{in}(k, i)) , \quad (2.2)$$
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the propagation rule for the or-nodes, assuming that the inputs to the or-node are mutually independent.

The fault probabilities are propagated towards the root node and the fault probability of the total system is finally computed. Unfortunately, they are only considering the success probability of attacks and faults and no other economic parameters. Even though they discuss several parameters, such as attack severity and attack plausibility in [27], the formal model to compute the attacker’s gain from the attack tree is not yet developed.

An interesting paper [61] by Ray and Poolsapassit proposes a methodology to monitor insider users and alert the possible malicious attacks. They first create the attack tree with the insider ultimate goal as the root of the tree and then use the known privileges and job descriptions of the inside users to strip the attack tree to only include the relevant portion of the tree for that user, essentially creating minimal cut set for that particular attacker.

The probability of an insider attack is computed at any given time $t$ by considering how far the attacker has progressed in the attack tree. If the attacker has already succeeded with $n$ elementary attacks, but the root node of the attack tree would require the completion of $m$ elementary attacks, the probability of the insider attack is the $n/m$. To compute the number of elementary attacks $m$, required for the attack tree node $s$, the following formula is used:

$$m_s = \begin{cases} 
\sum_{i}^k m_i + k & \text{if } s \text{ is AND-node,} \\
\min_{i}^k m_i + 1 & \text{if } s \text{ is OR-node,}
\end{cases}$$

where $s_1, \ldots, s_k$ are the children of the node $s$.

Ray and Poolsapassit also do not extend their model to include economic parameters and currently their model will just give a crude approximation of the effort attacker needs to spend to achieve the goal, however, the idea of monitoring the attacker capabilities and its progress seems very promising.

### 2.3 Economic Threat Modeling

Already Weiss thought about using attack trees to measure security, but the model proposed in [87] is not entirely formalized. He included three kinds of metrics with each of the node in the threat logic trees:

1. System Weighted Penalty (SWP) – impact to the system if the node is suc-
successfully accomplished,

2. Level of Adversary Effort (LAE) – amount of resources required by the adversary to successfully accomplish the attack,

3. Risk – computed by the equation $SWP^2/LAE$.

The metrics were to be found out for each leaf node and then propagated towards the tree root. Specific rules for the parent metric computation are given in Table 2.1. The rules however, are not complete. SWP parameter for the parent AND-node is actually estimated by the analyst itself, i.e. the attack tree computation result from the given input parameters depends on the particular computer and objective results are not possible.

A more solid approach was considered by Schechter and Smith in [66], which introduced economic threat modeling on a macro-economic scale. They considered attackers who are targeting multiple victims in parallel, or sequentially and argue that on a large scale, economically it makes sense for victims to share the attack and vulnerability information. They rely on the idea that adversaries are motivated by financial gain. This assumption itself is not obvious, but builds on the work of the Nobel Prize laureate Gary Becker, who gives the model for the expected utility of committing a crime in his seminal paper [6] in 1968. He takes into account the probability of conviction and the utility of the punishment, which is usually a negative number. The expected utility of committing a crime is then the direct income of the crime plus the probability of conviction times the utility of the punishment.

<table>
<thead>
<tr>
<th>AND-node</th>
<th>OR-node</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Weighted Penalty (SWP)</td>
<td>SWP_i of the child with the maximum risk</td>
</tr>
<tr>
<td>Level of Adversary Effort (LAE)</td>
<td>LAE_i of the child with the maximum risk</td>
</tr>
</tbody>
</table>

Table 2.1: Attack tree metrics propagation rules from the children nodes to the parent node in the Weiss model (in [87])
Game theory has been also used to model the network security, by considering the attacker and system owner players of non-cooperative games. However, when multi-stage games are considered (e.g. in [37, 52, 64]), the exponential growth of the corresponding decision tree prohibits the application of models on complicated situations. When just a single-stage game is considered (e.g. in [7]), then the approach is comparable to attack trees and the game theory is indeed an important component of the model there.

2.4 Attack Graphs

A alternative approach to network security analysis, attack graphs does not have the **AND-OR**-tree structure like attack trees, but all vertexes are of the same type. Usually the vertexes represent attack states and edges represent a possibility for an attacker to move from one attack state to another, although different interpretations have also been proposed. Some of the attack states denote states where the attacker has achieved his goal. Attack graphs are usually machine-generated from network diagrams, which gives us the list of computers, firewalls, servers and other equipment and connectivity information of them and from the vulnerability databases, which give us information about the attacker possibilities. From vulnerability information and server configuration data, it then becomes possible to generate attack graphs, where each path is a series of exploits that may or may not finally lead to attacker success state. To answer this questions, graph-theoretic analysis is applied, such as the shortest path analysis.

Attack graphs were formally specified by Sheyner et al. in [71] in 2002. They relied on the model checking and built the attack graph backwards from the attacker success states, which lead to space savings. However, concepts similar to the attack graphs were already used as early as 1994 in [16] by Dacier and later by Phillips and Swiler in [59].

Since then, the attack graphs theory has been advanced to include quantitative analysis with probabilistic and other metrics, taking into account existing security measures and vulnerability characteristics in [85, 46] and analysis to find the weakest attacker, still capable of successfully attacking your network in [58]. Bayesian analysis is applied to attack graphs in [29, 19]. After the attack graph has been analyzed, additional security measures can be applied in the most effective places, as suggested in [83, 35].

The algorithmic complexity of the attack graph analysis is $O(V + E)$, where
$V$ is the number of vertexes and $E$ is the number of edges in the attack graph, however, the complexity of attack graph generation is $O(v^n n!)$, where $v$ is the number of vulnerabilities and $n$ is the number of hosts in the network. This means that in general, attack graphs suffer from the exponential complexity explosion when analyzing practical size networks (see [46, section 5] and [71, section 3.4]).

By making the *monotonicity* assumption on the attack graph analysis, the exponential complexity could be reduced to polynomial complexity. This approach is studied by Ammann et al. in [3]. Monotonicity property is interpreted in the attack graph theory to indicate that no action taken by the attacker interferes with the attacker’s ability to take any other action, i.e. the attacker never reduces his acquired capabilities. The complexity is even further reduced by Wang et al. in [84, 86], where relational views based on attack graphs and corresponding SQL query language is developed, to allow interactive analysis of the subset of a larger network, which is relevant for the current problem in hand.

Even though security analysis based on attack graphs is promising, especially because the analysis can be mostly performed automatically, using the gathered information from networks, we suggest that attack trees can be applied more successfully in situations were the security of a new information system which is still under development must be analyzed and the appropriate security measures have to be chosen. A security analyst has more freedom to model attacker behavior and to identify new kinds of attacks and perform probabilistic economic analysis, not only rely on the known and enumerated system vulnerabilities.

### 2.5 Quantified Analysis Approach by Edge et al.

Edge et al. developed a quantified security analysis methodology based on the attack trees in [23, 24] and later showed the application of the method in [25, 18]. Combining attack trees with protection trees, the approach allows the total cost of the attack and the total cost of protection measures to be computed. They propose the *probability of success*, *cost to attack*, *impact to system* and *risk* as the metrics for each attack tree leaf. Impact is a number from 1 – 10 and describes how much of the attacker’s goal is achieved, when the attack realizes, or how much impact is generated to the system. The risk is computed from the other three parameters using the formula

$$\text{risk} = (\text{probability}/\text{cost}) \times \text{impact}.$$
Table 2.2: Metrics propagation rules from the children nodes to the parent node according to the attack tree model by Edge et al. (in [23, 24])

<table>
<thead>
<tr>
<th>AND-node</th>
<th>OR-node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>$\prod_i^n \text{prob}_i$</td>
</tr>
<tr>
<td>Cost</td>
<td>$\sum_i^n \text{cost}_i$</td>
</tr>
<tr>
<td>Impact</td>
<td>$(10^n - \prod_i^n(10 - \text{impact}_i)) / 10^{(n-1)}$</td>
</tr>
</tbody>
</table>

To compute the cost of the whole attack tree, they are giving the rule set in Table 2.2. The propagation rules make sense for the probability parameter and they are equivalent with formula (3.3) of our parallel attack tree model and with formulae (2.1–2.2) of the model by Fovino et al., however, the propagation rules for the attack cost parameter does not make sense. Edge et al. give the following rationalization in [24]:

For an OR node, it is unknown which way an attacker will exploit the system, so the cost is calculated as a weighted average of the child node costs based on the probability of success. An alternate method of calculation uses the lowest cost child node as this would be the worst case for the defender of the system. The weighted average cost calculation retains more information about the likely cost to an attacker.

This conflicts with our interpretation of the attack tree semantics. In our models, the elementary attack parameter Expenses is associated with the preparation costs of the attack and also expected penalties of the attack (the negative utility of the crime in [6]). Those expenses must be spent when the attacker launches some attack suite, irrespective of whether the individual elementary attacks succeed or not. Yes, the attacker can consider different attack suites to satisfy the attack tree and we do not ultimately know, which attack suite will be used, however, the individual Expenses of the elementary attacks must be summed to find out the total cost of the attack suite.

Additionally, the model is not consistent in the sense of the requirements of Mauw and Oostdijk. For example, if we take the two equivalent attack trees $T_1 =$
(A ∨ B) ∨ C and \( T_2 = A ∨ (B ∨ C) \) and compute the total cost of the attack, we get different results, as depicted in Table 2.3. The total cost of tree \( T_1 \) is 5.21 units, but the total cost of the \( T_2 \) is 4.87 units. The model does not have the associativity property.

This means that the attack tree model outcome depends on how the analyst creates the tree in the first place and as we saw, it even depends on which order the attacks are put to the tree. In our view, this greatly limits the reliability and usability of the model.

### 2.6 Survivability Analysis Approach by Fung et al.

In 2005, Fung et al. presented an initial case study in [31] for adopting the attack tree analysis methodology for a survivability study. They create an attack tree to describe the attacker’s goal to compromise the confidentiality, integrity or availability of the command and the control information system. From the attack tree, they generate the intrusion scenarios (in our models these correspond to attack suites) and then compute the attacker cost function to execute those scenarios. The cost function is defined as

\[
F_m = \sum_{i=1}^{I_m} D_{m_i},
\]

where the \( D_{m_i} \) is the level of attack difficulty of leaf nodes listed in the \( m \)-th intrusion scenario. The quantitative measure of system survivability is represented by

\[
F = \min_{m \in [1,M]} F_m = \min_{m \in [1,M]} \sum_{i=1}^{I_m} D_{m_i},
\]
where \( m \in [1, M] \) denotes all intrusion scenarios. The underlying assumption of Fung et al. is that the system survivability is determined by the weakest link among all intrusion scenarios.

The model is consistent in the sense of formal requirements by Mauw and Oostdijk, however, the model only works on a single parameter, the attack difficulty. According to Becker, this alone does not describe the attacker’s motivation adequately and multiple parameters should be taken into account.

### 2.7 Quantified Analysis Approach by Buldas et al.

In 2006, Buldas, Laud, Priisalu, Saarepera, and Willemsen published their paper [11], in which they build from the assumption of an attacker thinking in rational and economical terms. Otherwise, the structure of the attack trees and the usage of and-nodes and or-nodes to construct the tree was unchanged. We will refer to this model in the following text as the multi-parameter attack tree model. Even though the other, later proposed models also work with multiple parameters, they usually have more specific distinguishing names.

The model proposed by Buldas et al. can be regarded as one the first to apply the model of expected utility of committing a crime by Becker in [6]. Buldas et al. started the analysis from the attacker viewpoint and assumed that the attacker and the attacked system will behave according to the following game:

1. The attacker prepares the attack and by doing so, some resources, such as money or time are spent. This is described by the parameter Cost.
2. The attack is then launched. The attacked system has some protective security measures deployed, such as physical locks, firewalls, user authentication, etc. Depending on how strong the security measures are and how much of the resources are used in the preparation phase, the attack will succeed or fail and they consider this as a random event with success probability of \( p \) and failure probability of \( 1 - p \).
3. Systems also usually have detective security measures installed, such as security cameras, access logs or periodic audits. Those measures help to detect if there has been a successful or failed attack and they might lead to the capture of the attacker. The capture means that the attacker needs to pay some penalty. In case the attack itself was successful, we use the expected
penalty $\pi^+_i$ and in case the attack failed, we use the expected penalty $\pi^-_i$.

4. If the attacker is successful, he will get the price of the game, Gains and this is the main reason why the attacker decides to attack us in the first place.

In this game there are four different outcomes for the attacker, and defining them now is very intuitive. The list of them is given in Table 2.4. It is presumed that the Gains of the game are not confiscated after the attacker is caught and rather that the expected penalty $\pi^+_i$ is usually sufficiently large. By extending this game to a larger attack tree, they presume that it is possible to compute the Outcome value for each attack tree leaf, i.e. for each elementary attack and the attacker game still holds for the whole tree as well. When the attacker goal is described by the larger tree, the price of the game is received only after the achievement of the root node.

After ($\text{Cost}_i$, $p_i$, $\pi^+_i$, $\pi^-_i$) parameters for all the elementary attacks are estimated, the following computation formulae are used to propagate the parameters to the parent nodes in the attack tree. Additionally, there is the attack tree global parameter Gains, which describes the benefit of the attacker, in case the root node of the attack tree is achieved.

For an or-node with child nodes ($i = 1, 2$) with parameters ($\text{Cost}_i$, $p_i$, $\pi^+_i$, $\pi^-_i$), the parameters ($\text{Cost}$, $p$, $\pi^+$, $\pi^-$) of the parent node are computed as

\[
\begin{align*}
(Cost, p, \pi^+, \pi^-) = & \begin{cases} 
(Cost_1, p_1, \pi^+_1, \pi^-_1) & \text{if } \text{Outcome}_1 > \text{Outcome}_2 \\
(Cost_2, p_2, \pi^+_2, \pi^-_2) & \text{if } \text{Outcome}_1 \leq \text{Outcome}_2 
\end{cases}, \\
\end{align*}
\]

Outcome\(_i = p_i \cdot \text{Gains} - \text{Cost}_i - p_i \cdot \pi^+_i - (1 - p_i) \cdot \pi^-_i. \tag{2.7}
\]

Table 2.4: Different outcomes of the attacker game in the attack tree model by Buldas et al. (in [11])

<table>
<thead>
<tr>
<th>Attack status</th>
<th>Attacker status</th>
<th>Outcome of the game</th>
</tr>
</thead>
<tbody>
<tr>
<td>failed</td>
<td>not caught</td>
<td>−Cost</td>
</tr>
<tr>
<td>failed</td>
<td>caught</td>
<td>−Cost − Penalties</td>
</tr>
<tr>
<td>succeeded</td>
<td>not caught</td>
<td>Gains − Cost</td>
</tr>
<tr>
<td>succeeded</td>
<td>caught</td>
<td>Gains − Cost − Penalties</td>
</tr>
</tbody>
</table>
Table 2.5: Metrics propagation rules from the children nodes to the parent node according to the attack tree model by Buldas et al. (in [11])

<table>
<thead>
<tr>
<th>AND-node</th>
<th>OR-node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>$\prod_i^2 p_i$</td>
</tr>
<tr>
<td>Expenses</td>
<td>$\sum^n_i \text{Expenses}_i$</td>
</tr>
</tbody>
</table>

For an AND-node with child nodes with parameters $(\text{Cost}_i, p_i, \pi_i^+, \pi_i^-) (i = 1, 2)$, the parameters $(\text{Cost}, p, \pi^+, \pi^-)$ are computed as follows:

$$\begin{align*}
\text{Cost} &= \text{Cost}_1 + \text{Cost}_2, \\
p &= p_1 \cdot p_2, \\
\pi^+ &= \pi_i^+ + \pi_j^+, \\
\pi^- &= \frac{p_1(1 - p_2)(\pi_i^+ + \pi_j^+)}{1 - p_1p_2} + \frac{(1 - p_1)(1 - p_2)(\pi_i^- + \pi_j^-)}{1 - p_1p_2}.
\end{align*}$$

(2.8)

The formula (2.8) for $\pi^-$ represents the average penalty of an attacker, assuming that at least one of the two child-attacks was not successful. It is possible to denote all of the expected expenses associated with the elementary attack $i$ as

$$\text{Expenses}_i = \text{Cost}_i + p_i \cdot \pi_i^+ + (1 - p_i) \cdot \pi_i^-.$$  (2.9)

Then it is easy to see that in an AND-node the equality $\text{Expenses} = \text{Expenses}_1 + \text{Expenses}_2$ holds. We give the summary of propagation rules in Table 2.5.

After the parameters $p$ and $\text{Expenses}$ are propagated to the root node $R$ of the attack tree, the value of the total game to the attacker can be computed by

$$\text{Outcome}_R = p_R \cdot \text{Gains} - \text{Expenses}_R.$$  (2.10)

If the $\text{Outcome}_R > 0$, then it could be said that the system is insecure and the attacker can probably make a profit by launching the attack. If the $\text{Outcome}_R \leq 0$, then it may be that the system is secure, or that we have missed some particular
attack tree branches or we have not estimated the elementary attack parameters correctly. In any case, with this kind of multi-parameter attack tree model, the analyst can start to answer questions about how secure their system is and can give economically quantified answers.

2.8 **Shortcomings of the Current State of the Art**

The attack tree models outlined have several shortcomings. They all (except the model by Fovino *et al.*) use the node parameter propagation from child nodes to the parent nodes. This propagation process in the OR nodes relies on the local optimum decisions, to choose which child node parameters to carry to the parent node. Therefore, the computed utility value is not always the global maximum and in some cases the model might not find the best attack suite. Additionally, some of the models are not consistent with the attack tree foundations by Mauw and Oostdijk, referred to in Section 1.3.1 on page 24, i.e. when the attack tree is transformed to the equivalent tree, the utility value changes.

2.8.1 **Global Gains Problem**

The price of the attacker game must be specified and in the model by Buldas *et al.*, they are using a global parameter Gains for the whole attack tree. However, when computing the utility of elementary attack, the same global Gains is used, even though by successfully completing a single elementary attack, the attacker does not receive the payoff of the game. Only after succeeding with the root node, the Outcome computation formula (2.7) makes sense, but before that, using the same information to make decisions in the or-nodes is not actually well-defined.

The models by Weiss and by Edge *et al.* approach this problem by using the System Weighted Penalty or impact elementary attack parameters. They are essentially dividing the global Gains between the smaller attacks and defining how much damage that particular attack does to the whole system. This solution is still not valid semantically, as the attack tree is only realized when the root node is realized.

2.8.2 **Local Optimum Problem**

Attack tree models by Weiss, Edge *et al.*, and Buldas *et al.* use parameter propagation rules to compute the utility value of the attack tree root node. We argue
that this kind of computation rules does not consider that the attacker has many options to achieve the root goal, i.e., there are many attack suites consisting of elementary attack combinations that will realize the attack tree. Propagation rules try to account for that by using some clever formulae to compute parent or-node parameters from children parameters, but by doing so, they will need to do local optimization decisions. As we will see, this might not give globally best solutions.

For example, consider the attack tree $\mathcal{T} = (A \lor B) \& C$ in Figure 2.1, with the following parameter values:

- $\text{Gains} = 100$
- $p_A = p_B = 0.8$
- $p_C = 0.9$
- $\text{Expenses}_A = \text{Expenses}_C = 11$
- $\text{Expenses}_B = 10$

In the node $(A \lor B)$ formula (2.6) is applied and using that limited local information, it makes sense to choose the attack $A$. The computation routine is as follows:

\[
\text{Expenses}_T = \text{Expenses}_A + \text{Expenses}_C = 11 + 10 = 21, \\
p_T = p_A \cdot p_C = 0.8 \cdot 0.9 = 0.72, \\
\text{Outcome}_T = 100 \cdot 0.71 - 21 = 51.
\]

However, the attack tree semantics does not prohibit launching more than one attack from the or-node children nodes. In some cases this might be beneficial to
the attacker if the attacks are relatively cheap to try and by trying multiple attacks, the overall success probability will be higher. In the current case, when trying both attacks \( A \) and \( B \), the probability for success becomes 
\[
p_{A} \cdot p_{B} \cdot p_{C} + p_{A} \cdot p_{C}(1 - p_{B}) + p_{B} \cdot p_{C}(1 - p_{A})
\]
and it equals 0.864, which is significantly greater than 0.72. When computing the outcome for the attack suite \( \{ A, B, C \} \), we get
\[
\text{Outcome}_{T} = 100 \cdot 0.864 - 32 = 54.4.
\]

By considering the satisfying attack suites, instead of the propagation rules, and choosing the attack suite, which yields the maximal utility, we will sometimes get better expected outcome values. This error becomes especially bad when the model computes the attacker expected outcome being negative and in case there exists a global maximum, which provides the positive expected outcome. In this case we might have a false impression of the security of our information system.

### 2.8.3 Tree Transformations

We gave examples of equivalent attack trees already in Section 1.3.1 on page 24 and in Figure 1.4 on page 25. The counter-example in Section 2.5 on page 33 showed in Table 2.3 that Edge et al. model does not have the associativity property.

Mauw and Oostdijk also specify that attack tree models should have the distributivity property, e.g. the attack trees in Figure 2.2 on the following page should be equivalent because we could take the attack tree \( T_1 = A \lor (B \& C) \) and apply, for example, De Morgan laws to it and get the equivalent Boolean formula \( (A \lor B) \& (A \lor C) \), which describes a tree \( T_2 \). The utility values of those trees should be equal.
Figure 2.2: Attack tree $\mathcal{T}_1 = A \lor (B \land C)$ and the equivalent tree $\mathcal{T}_2 = (A \lor B) \land (A \lor C)$

However, by applying such transformations to formulae, we will introduce duplicated elementary attacks to them. Because such Boolean formulae cannot be represented as trees, we cannot really apply the tree propagation rules there and we cannot compute the tree utility values. This alone should indicate that the current attack tree models are not consistent and the utility value depends on the particular structure of the attack tree.

As different analysts may build different attack trees for the same situation, even though, they may be equivalent in the sense of corresponding Boolean formulae, the outcome will be different and the result of the attack tree analysis cannot be trusted.
Chapter 3

Parallel Attack Tree Model

The multi-parameter attack tree model by Buldas et al. is not consistent with Mauw and Oostdijk’s work [53]. Equivalent attack trees should result in the same outcome values and therefore we have introduced a new model [39], which is consistent and provides greater outcome values than the original multi-parameter attack tree model.

In this chapter we will describe the model and provide examples of cases with greater outcome values. The downside is that the outcome computation routine is much more complex and therefore we discuss several optimizations and approximations, which will still allow work with reasonable size attack trees.

3.1 Formal Definitions

We are using the propositional directed acyclic graph (pDAG) definition from [81], with the simplification that we do not consider the ¬ function. Even though we are strictly talking about directed acyclic graphs where elementary attacks can occur in many branches, we are still calling them trees.

Definition 3.1: Elementary attack is the lowest level of abstraction of attacks, which do not have any internal structure within the scope of the particular attack tree. Elementary attacks are the leaves of the attack tree.

Definition 3.2: Attack tree $\mathcal{T}$ is a simplified pDAG structure $(V = N \cup X, n_0, E)$, of the following elements:

1. the set of leaves $X = \{X_1, \ldots, X_n\}$ represents the elementary attacks, which
are considered as propositional variables having values of true or false, correspondingly, if the elementary attack has been tried and was successful or has been tried and failed,

2. the set of nodes \( N = \{ N_1, \ldots, N_m \} \) represents the logical functions of either \& and \( \lor \). The function \& evaluates to true if all of its children evaluate to true and function \( \lor \) evaluates to true, if some of its children evaluate to true,

3. \( n_0 \in N \) is the root node of the PDAG, which does not have any parents,

4. \( E = \{ (a, b) : a \in V \text{ and } b \in N \} \) is the set of directed edges between leaves \( X \) and nodes \( N \) or between nodes \( N \) themselves.

**Definition 3.3:** Attack suite \( S \subseteq X \) is the set of elementary attacks, which have been chosen by the attacker to be launched and used to try to achieve the attacker goal.

**Definition 3.4:** We say that the attack tree \( \mathcal{T} \) is satisfied by the attack suite \( S \) and the goal of the attacker is achieved if the Boolean function corresponding to the root node \( n_0 \) evaluates to true when all elementary attacks from the attack suite \( S \) have been tried and they have been evaluated to true and false values, correspondingly, if the elementary attack was successful or failed.

Note that because we are considering only monotonic Boolean formulas, the trivial assignment \( X_1 := \text{true}, \ldots, X_n := \text{true} \) always evaluates \( \mathcal{F} \) to true.

### 3.2 Attack Tree Parameters

We still follow the same basic game-theoretic approach of the original multi-parameter attack tree model and we presume that the attacker makes decisions in each elementary node according to the following game.

1. The attacker has to spend \( \text{Cost}_i \) resources to prepare and launch the elementary attack.

2. With the probability \( p_i \) the attack will succeed and with probability \( 1 - p_i \) the attack will fail.

3. Depending on the detective security measures, the attacker sometimes has to carry additional costs after failing or succeeding with the attack. Adding
them to the preparation costs, we get the general Expenses, parameter for each elementary attack.

Additionally, we still have the global parameter Gains for the whole attack tree, which describes the benefit of the attacker, in case the root node is realized. The attack tree itself is composed of the same kind of AND-nodes and OR-nodes and in case the attacker is able to successfully carry out the necessary attacks, which satisfy the corresponding Boole formula, then we say that the attack tree is realized and the attacker is successful.

For the whole attack tree, the attacker game can be described as follows:

1. The attacker constructs the attack tree with AND-nodes and OR-nodes and evaluates the parameters of the elementary attacks.
2. The attacker considers all potential attack suites, i.e. subsets $S \subseteq X$, where $X = \{X_1, \ldots, X_n\}$. Some of them satisfy the Boolean formula $F$ and some do not. For those attack suites which allow the root node to be realized, the attacker computes the outcome value $\text{Outcome}_S$.
3. Finally, the attacker chooses that attack suite which provides the greatest expected outcome and launches the corresponding elementary attacks.

The exact outcome of the attacker can then be written formally as

$$\text{Outcome} = \max\{\text{Outcome}_S : S \subseteq X, F(S := \text{true}) = \text{true}\}.$$  

Here, the notion $F(S := \text{true}) = \text{true}$ notes the evaluation of the formula $F$ to value true, when all variables in the attack suite $S$ are assigned the value true and all other the value false, i.e. the attack suite $S$ satisfies the Boolean formula $F$.

### 3.3 Outcome Computation

Because we are no longer propagating the node parameters towards the root of the attack tree, but we are instead considering the individual attack suites, the computation formulae are changed as well. The Outcome value for attack suite $S$ can be computed as:

$$\text{Outcome}_S = p_S \cdot \text{Gains} - \sum_{X_i \in S} \text{Expenses}_i.$$  

(3.2)
When computing the success probability $p_S$ of the attack suite $S$ we must take into account that the suite may still contain redundancy and there may be (proper) subsets $R \subseteq S$ sufficient for materializing the root attack. Because we are using the full suite of $S$ to mount an attack, those elementary attacks in the $S \setminus R$ will contribute to the success probability of $p_R$ with $(1 - p_j)$. Thus, the total success probability can be computed as

$$p_S = \sum_{R \subseteq S} \prod_{i \in R} p_i \prod_{j \in S \setminus R} (1 - p_j). \quad (3.3)$$

Using this kind of a computation model, we no longer depend on the actual structure of the attack tree or the Boolean formula $\mathcal{F}$. As long as the same attack suite $S$ satisfies both $\mathcal{F}$ and equivalent $\mathcal{F}'$, the Outcome$_S$ is still the same. Therefore this model corresponds to the requirements of Mauw and Oostdijk.

**Theorem 3.1**: Let $T_1$ and $T_2$ be two attack trees. If $T_1 \equiv T_2$, then Outcome$_{T_1} = $ Outcome$_{T_2}$. The parallel attack tree computing model defined by formulae (3.1 - 3.3) is consistent.

**Proof**. The equivalence $T_1 \equiv T_2$ means that the corresponding Boolean formulae are equivalent as well and $\mathcal{F}_1 \equiv \mathcal{F}_2$. The formulae (3.1 - 3.3) do not use the particular structure of the attack tree $T$, they only work on the satisfiability of the corresponding Boolean formula $\mathcal{F}$. Since the equivalent Boolean formulae are satisfied by the same set of assignments, we will have the same attack suites for both trees and Outcome$_{T_1} = $ Outcome$_{T_2}$. Because Boolean formulae have associativity, commutativity and distributivity properties, the requirements of Mauw and Oostdijk for the attack tree model consistency are also fulfilled. □

An example attack tree computation given in Section 2.8.3 on page 41 also illustrates the current model. This time the attack suites $\{A\}, \{B, C\}$ and $\{A, B, C\}$ satisfy both attack trees $T_1 = A \lor (B \& C)$ and the equivalent tree $T_2 = (A \lor B) \& (A \lor C)$ (see Figure 2.2 on page 42) and by applying formula (3.2) to the same parameters we get:
\[ \text{Outcome}_{\{A\}} = 0.8 \cdot 10000 - 1100 = 4200 , \]
\[ \text{Outcome}_{\{B,C\}} = 0.64 \cdot 10000 - 2200 = 4200 , \]
\[ \text{Outcome}_{\{A,B,C\}} = 0.77 \cdot 10000 - 3300 = 4380 , \]
\[ \text{Outcome}_{T_1} = \text{Outcome}_{T_2} = 4380 . \]

### 3.4 Comparison with Attack Tree Model by Buldas et al.

In Section 2.8.2 on page 39 we already mentioned that the attack tree computation model by Buldas et al. does not always find the best attack suite and we presented the counter-example. In this section, we can present more formal proof that the outcome value computed by formula (3.2) is at least as great as the outcome value computed by formulae (2.6–2.8).

**Theorem 3.2:** Let us have an attack tree \( T \). Let the parallel model find the best attack suite \( S \) and let the best attack suite found by the model described in the current chapter be \( S \) and by the model described in Section 2.7 on page 36 be \( S' \). Let the corresponding outcomes (computed using the respective routines) be \( \text{Outcome}_S \) and \( \text{Outcome}_{S'} \). The following two claims hold:

\[ \text{Outcome}_S = \text{Outcome}_{S'} \quad \text{if} \quad S = S' , \quad \text{(3.4)} \]
\[ \text{Outcome}_S \geq \text{Outcome}_{S'} \quad \text{if} \quad S \neq S' . \quad \text{(3.5)} \]

**Proof.** To prove formula (3.4) we need to show that

\[ \text{Outcome}_{S'} = p_S \cdot \text{Gains} - \sum_{X_i \in S} \text{Expenses}_i . \]

First note that the attack suite \( S' \) is minimal in the sense that none of its proper subsets materializes the root node, because only one child is chosen in every or-node according to formula (2.6). Hence, \( p_S = \prod_{X_i \in S} p_i \). Now consider how the \( \text{Outcome}_{S'} \) of the root node is computed by formula (2.7). Let the required parameters of the root node be \( p' \), \( \text{Gains}' \) and \( \text{Expenses}' \). Obviously, \( \text{Gains}' = \text{Gains} \).
By looking at how the values of the attack success probability and the expected expenses are propagated throughout the tree, we can also conclude that

\[ p' = \prod_{X_i \in S} p_i = p_S \quad \text{and} \quad \text{Expenses}' = \sum_{X_i \in S} \text{Expenses}_i, \]

which finishes the first part of the proof.

To show formula (3.5) we consider that the attack suite \( S' \) found by the previous model is a satisfying assignment to the attack tree \( \mathcal{T} \) or the Boolean formula \( \mathcal{F} \) as well. Therefore, it will be considered among the other satisfying assignments as well and therefore we are guaranteed to find at least the same assignment \( S \) as well if the \( \text{Outcome}_S \) is indeed the greatest outcome. Therefore, the \( \text{Outcome}_S \) is not less than the \( \text{Outcome}_{S'} \). \hfill \Box

However, the question of why the outcome computed by the parallel attack tree model is at least as great as the outcome value of the previous model needs to be discussed further.

If we reach a different attack suite \( S \neq S' \), then the \( \text{Outcome}_S \) has to be greater or equal to the \( \text{Outcome}_{S'} \). In which cases could it be greater? Let us look at the minimal case, at the attack tree with the formulae \( \mathcal{F}_1 = A \lor B \) (see Figure 3.1) and the situation where \( \text{Outcome}_{\{A\}} \leq \text{Outcome}_{\{B\}} < \text{Outcome}_{\{A,B\}} \). When we apply formula (3.2) and simplify, we get the following two inequalities:

\[
\text{Expenses}_A < \text{Gains} \cdot p_A \cdot (1 - p_B) \quad \text{and} \quad \text{Expenses}_B < \text{Gains} \cdot p_B \cdot (1 - p_A),
\]
depending on which parts of the original inequality we take. This condition could be interpreted as the expenses of the additional elementary attack must be less than the income from succeeding with the attack and failing with other attacks and we can deduce that it is indeed possible for the parallel model to give greater outcome values than the previous model.

If this could be extended to larger trees, then we would have a simple condition to verify. However, analyzing the slightly larger tree with formula $F = (A \lor B) \& C$ (see Figure 3.1 on the facing page) and the situation $\text{Outcome}_{\{A,C\}} \leq \text{Outcome}_{\{B,C\}} < \text{Outcome}_{\{A,B,C\}}$, it turns out that we get the following inequality:

$$\text{Expenses}_B < \text{Gains} \cdot p_B \cdot p_C \cdot (1 - p_A).$$

However, because there is already $p_C$ involved in this inequality, the condition is not localized to the single or-node fragment and with larger trees, this condition will be more complex. Therefore, it is not possible to develop a general verification procedure.

### 3.5 Optimizations

The brute-force approach to actually generating all $2^n$ possible subsets from the $n$ elementary attacks, then verifying if they satisfy the Boolean formula $F$ and then blindly computing the outcome by formulae (3.2–3.3) is very slow. However, we can use the existing results from the Boolean satisfiability theory and we can also come up with simplifying optimizations by our own, as described in [42].

#### 3.5.1 DPLL Algorithm

First, we will modify the well-known satisfiability deciding algorithm [21] by Davis, Logemann, and Loveland. Even though the original DPLL algorithm only verified if the given subset of Boolean variables satisfies the Boolean formula, the idea of branching and backtracking can be applied to systematically generating all possible satisfying subsets as well. We will shown that in Algorithm 3.1 on the next page.
**Algorithm 3.1: Finding the satisfying assignments with DPLL algorithm**

**Input:** Boolean CNF-formula \( \mathcal{F} \)
**Input:** subset \( S \) of \( \mathcal{F} \) variables
**Input:** set \( A \subseteq (X \setminus S) \)

1. **Procedure** \( \text{ProcessSatisfyingAssignments}(\mathcal{F}, S, A) \)
2. **if** \( \mathcal{F} \) contains true in every clause **then**
3. **Process** the assignment \( A \cup T \) for every \( T \subseteq S \)
4. **return**
5. **end if**
6. **if** \( \mathcal{F} \) contains an empty clause **or** \( S = \emptyset \) **then**
7. **return**
8. **end if**
9. **if** \( \mathcal{F} \) contains a unit clause \( \{X\} \), where \( X \in S \) **then**
10. **let** \( \mathcal{F}' \) be the formula obtained by setting \( X = \text{true} \) in \( \mathcal{F} \)
11. **ProcessSatisfyingAssignments**(\( \mathcal{F}', S \setminus \{X\}, A \cup \{X\} \))
12. **return**
13. **end if**
14. **Select** a variable \( X \in S \)
15. **let** \( \mathcal{F}' \) be the formula obtained by setting \( X = \text{true} \) in \( \mathcal{F} \)
16. **ProcessSatisfyingAssignments**(\( \mathcal{F}', S \setminus \{X\}, A \cup \{X\} \))
17. **let** \( \mathcal{F}'' \) be the formula obtained by deleting \( X \) from \( \mathcal{F} \)
18. **ProcessSatisfyingAssignments**(\( \mathcal{F}'', S \setminus \{X\}, A \))
19. **return**

**3.5.2 Withdrawing Hopeless Branches**

When we are evaluating the attack suites which satisfy the Boolean formula \( \mathcal{F} \), it would be very beneficial if we could drop those suites which will probably not be the global optimum suite and therefore cut off the unnecessary branching. It turns out that we can stop the processing as soon as we find the situation in the attack tree, where some of the AND-node child is evaluated to true and the other child to false. The AND-node itself will be evaluated to false and it turns out that there has to exist another attack suite, which will still evaluate this AND-node to false, but will contain fewer elementary attacks i.e. is cheaper and has the same success probability and which will therefore provide greater outcome and is therefore more likely the global maximum attack suite. Formally, we can prove Theorem 3.3 about this.

**Theorem 3.3:** Let \( \mathcal{F} \) be a Boolean formula corresponding to the attack tree \( \mathcal{T} \) (i.e.
and-or-tree, where all variables occur only once) and let $S$ be its satisfying assignment (i.e. an attack suite). Set all the variables of $S$ to true and all the other to false and evaluate all the internal nodes of $T$. If some and-node has children evaluating to true as well as children evaluating to false, then there exists a satisfying assignment $S' \subset S$ and $S' \neq S$ such that $\text{Outcome}_{S'} \geq \text{Outcome}_S$.

**Proof.** Consider an and-node $Y$ having some children evaluating to true and some evaluating to false. Then the node $Y$ itself also evaluates to false, but the set of variables of the subformula corresponding to $Y$ has a non-empty intersection with $S$; let this intersection be $Q$. We claim that we can take $S' = S \setminus Q$. First it is clear that $S' \subset S$ and $S' \neq S$. Note also that $S'$ is a satisfying assignment and hence $S' \neq \emptyset$. To illustrate this situation an example attack tree is given in Figure 3.2.

Now consider the corresponding outcomes:

$$\text{Outcome}_S = p_S \cdot \text{Gains} - \sum_{X_i \in S} \text{Expenses}_i,$$

$$\text{Outcome}_{S'} = p_{S'} \cdot \text{Gains} - \sum_{X_i \in S'} \text{Expenses}_i.$$

Since $S' \subset S$, we have

$$\sum_{X_i \in S} \text{Expenses}_i \geq \sum_{X_i \in S'} \text{Expenses}_i,$$

as all the added terms are non-negative.

Now we claim that the equality $p_S = p_{S'}$ holds, which implies the claim of the theorem. Let

$$R_S = \{ R \subseteq S : \mathcal{F}(R := \text{true}) = \text{true} \},$$

$$R_{S'} = \{ R' \subseteq S' : \mathcal{F}(R' := \text{true}) = \text{true} \},$$

then by formula (3.3) we have

$$p_S = \sum_{R \in R_S} \prod_{X_i \in R} p_i \prod_{X_j \notin S \setminus R} (1 - p_j),$$

$$p_{S'} = \sum_{R' \in R_{S'}} \prod_{X_i \in R'} p_i \prod_{X_j \notin S' \setminus R'} (1 - p_j).$$
We claim that

\[ R_S = \{ R' \cup Q' : R' \in R_{S'}, Q' \subseteq Q \} \]

holds, i.e. that all the satisfying subassignments of \( S \) can be found by adding all the subsets of \( Q \) to all the satisfying subassignments of \( S' \). Indeed, the node \( Y \) evaluates to false even if all the variables of \( Q \) are true, hence the same holds for every subset of \( Q \) due to monotonicity of AND and OR. Thus, if a subassignment of \( S \) satisfies the formula \( F \), the variables of \( Q \) are of no help and can have arbitrary values. The evaluation true for the root node can only come from the variables of \( S' \), proving equation (3.6).
Now we can compute:

\[ p_S = \sum_{R \in R_S} \prod_{X_i \in R} p_i \prod_{X_j \in S \setminus R} (1 - p_j) = \sum_{R' = R \cup Q'} \prod_{X_i \in R'} p_i \prod_{X_j \in S \setminus R} (1 - p_j) = \]

\[ = \sum_{R' \in R_{Q'}} \sum_{Q \subseteq Q} \prod_{X_i \in R'} p_i \prod_{X_j \in S \setminus (R \cup Q')} (1 - p_j) = \]

\[ = \sum_{R' \in R_{Q'}} \sum_{Q \subseteq Q} \prod_{X_i \in R'} p_i \prod_{X_j \in S \setminus R'} (1 - p_j) \prod_{X_j \in Q' \setminus Q} (1 - p_j) = \]

\[ = \sum_{R' \in R_{Q'}} \prod_{X_i \in R'} (1 - p_j) \prod_{X_j \in Q'} (1 - p_j) = p_{S'}, \]

since \( S \setminus (R' \cup Q') = (S' \setminus R') \cup (Q \setminus Q'). \) The claim of the theorem now follows easily. \qed

### 3.5.3 Efficient Assignments Finding

The regular satisfiability algorithm presents an additional overhead, because we first have to transform the formula \( \mathcal{F} \) to the standard \( \text{CNF} \) notation and we need to process it as a set of clauses, which in turn, are sets of literals. It turns out that by processing \( \mathcal{F} \) as a tree, we can apply a more efficient algorithm. We will use ternary logic, i.e., every leaf and node has three possible values, true, false and undefined. The \text{AND}, \text{OR} or \text{OR} operations on those values are defined in Table 3.1 on the next page.

The new algorithm still follows the basic idea of \text{DPLL} branching and backtracking. We start off with the assignment \( \{ u, u, \ldots, u \} \), meaning that we assign undefined value to each leaf node and then recursively try to assign true and false values to some leaves. When we can evaluate the whole formula \( \mathcal{F} \) to false, using the computation rules from Table 3.1 on the following page, we know that we have reached dead end and we will backtrack. When the formula \( \mathcal{F} \) evaluates to true, we know that we have reached the group of satisfying assignments of true leaves and undefined leaves can have arbitrary values, therefore we just generate all of the combinations. The rest of the details are given in Algorithm 3.2.
Table 3.1: Computation rules for ternary logic

<table>
<thead>
<tr>
<th>&amp;</th>
<th>t</th>
<th>f</th>
<th>u</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>t</td>
<td>f</td>
<td>u</td>
</tr>
<tr>
<td>f</td>
<td>f</td>
<td>f</td>
<td>f</td>
</tr>
<tr>
<td>u</td>
<td>u</td>
<td>f</td>
<td>u</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>∨</th>
<th>t</th>
<th>f</th>
<th>u</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
</tr>
<tr>
<td>f</td>
<td>t</td>
<td>f</td>
<td>u</td>
</tr>
<tr>
<td>u</td>
<td>t</td>
<td>u</td>
<td>u</td>
</tr>
</tbody>
</table>

Algorithm 3.2: Finding the satisfying assignments, optimized version

Input: Boolean formula $F$ corresponding to the given AND-OR-tree

1: Procedure ProcessSatisfyingAssignments($S$)
2: Evaluate $F(S)$
3: If $F(S) = f$ then
4: Return
5: End if
6: If $F(S) = t$ then
7: Output all the assignments obtained from $S$ by setting all its $u$-values to $t$ and $f$ in all the possible ways
8: Return
9: End if
10: // reaching here we know that $F(S) = u$
11: Choose $X_i$ such that $S(X_i) = u$
12: ProcessSatisfyingAssignments($S/X_i := f)$
13: ProcessSatisfyingAssignments($S/X_i := t$)

3.5.4 Computing the Attack Suite Success Probability

Computing the success probability $p_S$ of the attack suite $S$ by formula (3.3) is not very efficient. One basically needs to solve the SAT# problem once more for the set $S$, to find out if there are subsets $R \subset S$ that still satisfy the formula $F$. However, it turns out that even though formula (3.3) is good to represent conceptually how the $p_S$ value can be computed, there is a more efficient way.

Even though we cannot use parameter propagation for Outcome computation, we can still use parameter propagation for the success probability. We start with taking $p_i = 0$ for those $X_i \notin S$ and leaving all those $X_i \in S$ with their original
Algorithm 3.3: Computing the success probability $p_S$ of the attack suite $S$

**INPUT:** AND-OR-tree with parameters $p_i$

**INPUT:** the tree node $m$

**INPUT:** assignment $S$ of the attacksuite

**OUTPUT:** $p$ is the success probability of node $m$

1. **PROCEDURE** `ComputeNodeProbability($m$, $S$)

2. **IF** $X_m$ is leaf node AND $X_m \in S$ **THEN**
3. **RETURN** $p_m$
4. **END IF**

5. **IF** $X_m$ is leaf node AND $X_m \notin S$ **THEN**
6. **RETURN** 0
7. **END IF**

8. **IF** $X_m$ is AND-node **THEN**
9. $p := 1$
10. **FOR ALL** $i$ child of $X_m$ **DO**
11. $p := p \cdot \text{ComputeSuiteProbability}(i, S)$
12. **END FOR**
13. **RETURN** $p$
14. **END IF**

15. **IF** $X_m$ is OR-node **THEN**
16. $p := 1$
17. **FOR ALL** $i$ child of $X_m$ **DO**
18. $p := p \cdot (1 - \text{ComputeSuiteProbability}(i, S))$
19. **END FOR**
20. **RETURN** $1 - p$
21. **END IF**

$p_i$ values. Then we can compute the success probability of the parent node $X_m$ by

$$p_m = \begin{cases} \prod_{j=1}^{k} p_{i_j} & \text{if } X_m \text{ is AND-node,} \\ 1 - \prod_{j=1}^{k} (1 - p_{i_j}) & \text{if } X_m \text{ is OR-node.} \end{cases} \quad (3.7)$$

Recursive Algorithm 3.3 computes the success probability of the attack suite if called as `ComputeNodeProbability(root, S)`. The algorithm makes one pass over the structure of the tree, computes the success probability of the root node, which equals $p_S$, as computed by formula (3.3).
3.5.5 Strategies for Choosing the Branching Point

In the implementation of Algorithm 3.2 on page 54 the programmer has to choose in line 10 which particular yet undefined literal it initializes. One way is to choose just randomly, or in some pre-defined order, but it turns out that by choosing the literals according to some well-defined strategy, we can yet further speed up the attack tree computations.

The main goal is to minimize the number of assignments that will be processed during the recursive branches. If we could find out that this particular branch is not going to result in a satisfying assignment and possible attack suite as early as possible, we could go through the branches more quickly. This is also the reason why we first assign the false value to the undefined literal in line 11, so that we could probably get the false evaluation more quickly and then return to the previous recursion level.

Getting the false evaluation out of the formula $F$ as quickly as possible seems to depend on the number of \texttt{and}-nodes, which are on the path from the leaf node up to the root node. The higher the \texttt{and}-node count, the sooner we should get the false evaluation, because all of the \texttt{and}-node children must have true values for the \texttt{and}-node being evaluation to true as well. To verify this hypothesis, we considered random, most-\texttt{and} and weighted-\texttt{c-and} strategies.

A random strategy chooses the next literal randomly, most-\texttt{and} strategy picks the literal, which have the highest number of \texttt{and}-nodes on the path from leaf to root. The weighted-\texttt{c-and} strategy prefers \texttt{and}-nodes, which are closer to the root node. The intuition behind this approach is that when we can exclude a larger subtree, we should be able to cut off more hopeless recursion branches as well, hence it makes more sense to prefer paths with \texttt{and}-nodes closer to the root. Thus we gave each node on the distance $i$ from the root the weight $1/i^c$, where $c$ is a predefined constant. We experimented with values $c = 2, c = 0.5$ and $c = 1$. Note that the most-\texttt{and} strategy is equivalent to the weighted-\texttt{c-and} strategy with $c = 1$.

We generated about 6000 random attack trees and computed the outcome for those trees using different strategies and measured the running time for those. The results are given in Figure 3.3 on the facing page. We can see that there is definitely a difference between a random strategy and any weighted-\texttt{c-and} strategy. However, the differences between the various weighted-\texttt{c-and} strategies were quite small and almost within the confidence interval with 95% confidence level.

We also used the least-squares method to fit the function $a^{-1} \cdot b^n$ to the graphs.
Choosing undefined literal randomly
Using weighted-2-AND strategy
Using weighted-0.5-AND strategy
Using weighted-1-AND strategy

Figure 3.3: Performance test results of different strategies for choosing undefined literals. The confidence interval for time $t$ is given with the confidence level 95%. Performance tests were done on 2.33 GHz Pentium Xeon machine.

From this information, we can deduce the approximate complexity of our algorithm implementation in Table 3.2 on the next page.

3.6 Complexity of Parallel Model

Our task is similar to the well known problem of counting the number of solutions to the SAT problem, which is usually denoted by $\#$SAT. Currently the world’s best $\#3$SAT problem solving algorithm by Kutzkov in [48] has the worst-case com-
Table 3.2: Complexity estimations for different strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>$O(1.90^n)$</td>
</tr>
<tr>
<td>Weighted-2-AND</td>
<td>$O(1.78^n)$</td>
</tr>
<tr>
<td>Weighted-1-AND</td>
<td>$O(1.71^n)$</td>
</tr>
<tr>
<td>Weighted-0.5-AND</td>
<td>$O(1.75^n)$</td>
</tr>
</tbody>
</table>

As $\#\text{sat}$ problems can be converted parsimoniously and in polynomial time to the $\#3\text{sat}$ problems (see [47], chapter 26), we can roughly compare our algorithm complexity and the $\#3\cdot\text{sat}$ problem solver complexity.

Direct comparison is, however, not possible for several reasons. First, our estimate is heuristic and is based on experimental data. Second, we are not only counting all of the possible $\text{sat}$ solutions to the formula $\mathcal{F}$, but we actually have to generate many of them and perform the attacker outcome computations as well. At the same time, we are using the optimization described in Theorem 3.3 on page 50.

Indirect comparison with the result of Kutzkov still shows that our approach works roughly as well as one would expect based on the similarity of our problem setting to $\#\text{sat}$. It remains an open problem to develop more direct comparison methods and to find out whether some of the techniques of $\#\text{sat}$ solvers could be adapted to the attack trees directly.

3.7 Genetic Algorithm

Optimizations described in Section 3.5 on page 49 allow us to compute best outcome for the attack tree with 30 elementary attacks in about 1–10 minutes. Attack trees used in practical security analysis tend to be much larger, with hundreds of elementary attacks. Because the proposed computation routines have exponential complexity, processing attack trees as large as hundreds of leaves is not yet possible. This motivates us to search for ways to get approximate results more quickly. One possible option is to use genetic algorithms for finding the optimum attack suite. We refer to the handbook [20] by Davis for an overview of genetic algorithms.
3.7.1 Representing the Solution

To apply genetic algorithms, we will need to decide, how to represent the solution of the attack tree so that we could easily generate the initial random population, then cross the individuals and possibly mutate them and how to sort out the best solutions. Luckily, the current problem falls quite naturally into the required concepts:

- individual – attack suite \( S \) represented as a bit array of all the attack tree leaves,
- population – set of attack suites which are currently under consideration,
- fitness function – the outcome value of the attack suite which measures the quality of the individual,
- crossover operation – crossing two attack suites by choosing randomly a parent for each bit vector element
- mutation operation – randomly flipping bits in the individual’s bit array.

3.7.2 Generating Initial Population

Even though the individual concept is rather simple and crossing two individuals to produce descendant is also easy, we will need to decide how to create the initial population of individuals. Simply creating random bit arrays does not guarantee that the resulting individual is satisfying the \( F \) and therefore we might be wasting evolution cycles at the start, until our individuals change to proper solutions. It would be better to start off with all “live” individuals.

To create random satisfying attack suites, we will use Algorithm 3.4 on the following page. We start off from the root of the \( T \) and from and-node we will choose all children, from or-node we will choose randomly at least one child. The resulting attack suite will satisfy the \( F \).

3.7.3 Analysis

After this, the implementation of the genetic algorithm is rather straightforward and it is written in Algorithm 3.5 on page 61.

The time complexity of Algorithm 3.5 on page 61 is \( O(gh^2(n + \log h)) \), since we need to process \( g \) number of generations and it takes about \( O(nh^2) \) to mutate
Algorithm 3.4: Creating randomly satisfying attack suite $S$ for the attack tree $\mathcal{T}$

**Input:** and-or-tree fragment $\mathcal{M} \subseteq \mathcal{T}$,  
**Output:** $S$ is the satisfying the formula $\mathcal{F}$

1. Procedure $\text{GenerateAttackSuite}(\mathcal{M})$
2. If $X_m$ is the leaf node then
3. 
   Add $X_m$ to $S$
4. End if
5. If $X_m$ is the and-node then
6. 
   For all $i$ of the $M$ children do
7. 
   Add set returned by $\text{GenerateAttackSuite}(i)$ to $S$
8. End for
9. End if
10. If $X_m$ is the or-node then
11. 
   While $S \neq \emptyset$ do
12. 
   For all $i$ of the $M$ children do
13. 
   If random$(0,1) = 1$ then
14. 
   Add set returned by $\text{GenerateAttackSuite}(i)$ to $S$
15. End if
16. End for
17. End while
18. End if
19. Return $S$

and to verify the liveliness and about $O(h^2 \log h)$ to sort out the best $h$ individuals from total of $\left(\binom{h}{2}\right) + h$ individuals. When using the algorithm in practice, one needs to decide the specific value for the parameters $h$ and $g$.

To decide on the reasonable values for those parameters and to verify if the genetic algorithm really finds the global maximum attack suite, we ran experiments on the set of about 6000 randomly generated attack trees. We first computed the exact global maximum attack suite for each tree and then ran the genetic algorithm with various parameters and verified if the correct attack suite was returned.

Running genetic algorithm $m$ times on the attack trees and then comparing the resulting outcome value with the known correct outcome value are random events with binomial distribution $\mathcal{B}(m, p)$ of total $m$ tests and with each individual test having success probability of $p$. The $p$ is essentially the probability that the genetic algorithm returns the correct outcome value. We will need to estimate the confidence interval $(\hat{p} - CI \leq p \leq \hat{p} + CI)$ for the success probability of the genetic algorithm on the attack tree population. Instead of using the stan-
Algorithm 3.5: Finding approximate best attack suite $S$ for the attack tree $T$ using the genetic algorithm

**INPUT:** and-or-tree $T$ with estimated parameters, size of the population as $h$ and number of generations as $g$

**OUTPUT:** $S$ is approximately best attack suite for attack tree $T$

1. **Procedure** ComputeApproximateAttackSuite()
2. Generate $h$ individuals attack suites by Algorithm 3.4 on the facing page for the generation $g_1$
3. For $i = 2$ to $g$ do
4. Cross $h$ attack suites from previous generation $g_{i-1}$ with each other, producing $\binom{h}{2}$ new attack suites
5. Mutate each new individual with probability 0.1 and for each of those, flip every leaf bit with probability 0.1
6. Add $h$ attack suites from the generation $g_{i-1}$ to the current generation $g_i$
7. Filter out those individuals, who are live (i.e. $F(S_j := t) = t$)
8. Compute the Outcome $S_j$ for all individuals and choose $h$ best individuals for the next generation $g_{i+1}$
9. End for
10. **Return** Best attack suite $S$ having the largest Outcome $S$ from the last generation $g_g$

The standard binomial confidence interval from [82], which is over-conservative, does not work well with small $m$ values and fails when the $p$ is close to 0 or 1, we are using Agresti-Coull confidence interval from [11], as recommended in the article [50] by Lawrence D. Brown and Das Gupta.

We are using 95% confidence level and the corresponding confidence interval

$$CI_{AC} = \hat{p} \pm k \frac{\hat{p}(1 - \hat{p})}{\hat{m}}$$

where $\hat{p} = \bar{x}/\hat{m}$, $\bar{x} = x + k^2/2$, $\hat{m} = m + k^2$ and $k = z_{0.05/2} = \Phi^{-1}(1 - 0.05/2) = 1.96$.

The results are given in Figure 3.4 on the next page for trees up to 29 leaves. It turned out that we were able to get reasonably high level of success probability with parameter functions $h = 2n$ and $g = 2n$, which gave us the overall complexity as $O(n^4)$. The performance analysis of the genetic algorithm is given in Figure 3.5 on page 63.

This allows us to process attack trees with 70–100 elementary attacks within a reasonable time of 1 to 10 minutes and still find the approximate outcome value. Taking into account that the attack tree parameter estimation process is also not
Figure 3.4: Accuracy estimation of Algorithm 3.5 on the preceding page for different population size and number of generations values. The confidence interval for probability $p$ is given with the confidence level 95%.

an exact science, we can now use the computed outcome result within some margin of error and use the method in a practical security analysis.
Figure 3.5: Performance results of Algorithm 3.5 on page 61 in case of parameters \( h = 2n \) and \( g = 2n \). The confidence interval for the attack tree computation time \( t \) is given with 95% confidence level. Performance tests were done on 2.33 GHz Pentium Xeon machine.
CHAPTER 4

SERIAL ATTACK TREE MODEL

Attack tree models so far presume that all attacks take place simultaneously and
the attacker chooses the best attack suite S before starting the campaign. Parallel
model does not allow the attackers to choose different tactics once they have
already started. In reality, clever attackers usually try some attacks and if they
fail or succeed, then using this additional information, they will choose another
approach. By including more information to their decision model, attackers can
make smarter decisions and they could get greater expected outcome in the end.
Serial model will investigate this situation in more detail.

4.1 MODEL DESCRIPTION

We will continue to use the basic attacker game, as described in Section 3.2 on
page 44 with the regular elementary attack parameters. Elementary attack still
has the success probability $p$ and the Expenses parameter for noting the expected
cost and penalties for trying the attack. The goal of the attacker is still the root of
the and-or-tree $\mathcal{T}$ and there is reward of Gains when the corresponding Boolean
formula $\mathcal{F}$ is satisfied.

However, in this model we allow the attacker to be adaptive during the exe-
cution of the attack suite. The actions of the attacker could be described by the
following list:

1. The attacker chooses the $S \subseteq X$, which satisfies the formula $\mathcal{F}$, with $|S| = m$
elementary attacks from the set $X = \{X_1, \ldots, X_n\}$.
2. The attacker will fix the order of the attacks in $S$ by specifying the permu-
the permutation $\sigma : \{1, \ldots, m\} \to \{1, \ldots, m\}$ specifies the linear ordering relation $\preceq$ on the set $S$ and we will use the term ordered attack suite and notions $(S, \preceq)$ and $(S, \sigma)$ interchangeably in the following text.

So, for example, if we consider the attack tree from Figure 4.1 on the next page with the ordered attack suite $(X, id)$, the attacker corresponding to our serial model will perform the following actions.

The attacker starts launching attacks from the sequence of $(X_1, X_2, X_3, X_4)$. Independent of whether the first attack $X_1$ succeeds or fails, there are still other components needed to complete the goal, so attacker tries $X_2$ as well. If it fails, we see that the whole tree fails, so it does not make sense to try $X_3$ and $X_4$. If both $X_1$ and $X_2$ have succeeded, we see that it is not necessary to try $X_3$, since $X_1$ and $X_3$ have a common or-parent, so success or failure of $X_4$ determines the final outcome. If $X_1$ fails and $X_2$ succeeds, we need the success of both $X_3$ and $X_4$ to complete the task; if one of them fails, we stop and accept the failure.

The attacker model can be written in a more formal way in Algorithm 4.1 on page 68.

The outcome of the ordered attack suite $(S, \sigma)$ will be defined as

$$
\text{Outcome}_{S, \sigma} = p_\sigma \cdot \text{Gains} - \sum_{X_i \in S} p_{\sigma,i} \cdot \text{Expenses}_i,
$$

(4.1)

where $p_\sigma$ is the probability that $\mathcal{F}(S) = \text{true}$, i.e., the attacker succeeds with the attack tree goal and $p_{\sigma,i}$ denotes the probability that the node $X_i$ is used during the execution of Algorithm 4.1 on page 68.

The serial model does indeed allow the attacker to make some reasonable decisions during the execution of the ordered attack suite and therefore, it should model the real life more exactly. However, to actually decide which of the subsets $S$ and permutations $\sigma$ would provide the greatest expected outcome, one has to consider all possible combinations of them. There could be up to $2^n$ number of subsets and there are $n!$ number of possible permutations for $n$ elements and
Figure 4.1: An example ordered attack tree \((X_1 \lor X_3) \land (X_2 \land X_4)\). The left-to-right ordering of the leaf nodes in the tree represents the permutation \(id = \{1, 2, 3, 4\}\) of the \(X = \{X_1, X_2, X_3, X_4\}\).

additionally, just computing the \(\text{Outcome}_{\text{E}}^{\sigma}\) is also not a trivial task. We will continue with more efficient computation routines in Section 4.3 on page 70 and Section 4.5 on page 73, but first we will compare this model to previous models.

### 4.2 Comparison with Parallel Attack Tree Model

To compare this model with the previous attack tree models, we first prove that the expected outcome does not depend on the specific form of the attack tree \(T\).

**Theorem 4.1:** Let \(\mathcal{F}_1\) and \(\mathcal{F}_2\) be two monotone Boolean formulae such that \(\mathcal{F}_1 \equiv \mathcal{F}_2\), and let \(\text{Outcome}_1^{\sigma}\) and \(\text{Outcome}_2^{\sigma}\) be the expected outcomes obtained by running Algorithm 4.1 on the following page on the corresponding formulae. The serial attack tree computing model is consistent and

\[
\text{Outcome}_1^{\sigma} = \text{Outcome}_2^{\sigma}.
\]

**Proof.** Assume that we are processing Algorithm 4.1 on the next page and we have already tried the elementary attacks \(X_{\sigma(1)}, \ldots, X_{\sigma(i-1)}\). We see that the node \(X_{\sigma(i)}\)
Algorithm 4.1: Attacking algorithm in the serial model

**INPUT:** The set of elementary attacks $S = \{X_1, \ldots, X_m\}$,

**INPUT:** permutation $\sigma \in S_m$ and

**INPUT:** a monotone Boolean formula $F$ describing the attack scenarios.

1. FOR $i := 1$ to $m$ DO
2. 
3. if success or failure of $X_{\sigma(i)}$ has no effect on the success or failure of the root node THEN
4. 
5. ELSE
6. 
7. if the root node succeeds or fails THEN
8. 
9. END IF
10. 
11. END FOR

may be skipped in line 3 if for all the values of $X_{\sigma(i+1)}, \ldots, X_{\sigma(n)}$ we have

$$F(X_{\sigma(1)}, \ldots, X_{\sigma(i-1)}, X_{\sigma(i)}, \ldots, X_{\sigma(n)}) = F(X_{\sigma(1)}, \ldots, X_{\sigma(i-1)}, X_{\sigma(i+1)}, \ldots, X_{\sigma(n)}) .$$

There is no need to proceed after the node $X_{\sigma(i)}$ in line 7, if for all the values of $X_{\sigma(i+1)}, \ldots, X_{\sigma(n)}$ we have

$$F(X_{\sigma(1)}, \ldots, X_{\sigma(i-1)}, X_{\sigma(i)}, X_{\sigma(i+1)}, \ldots, X_{\sigma(n)}) = t \quad \text{or} \quad F(X_{\sigma(1)}, \ldots, X_{\sigma(i-1)}, X_{\sigma(i)}, X_{\sigma(i+1)}, \ldots, X_{\sigma(n)}) = f .$$

We can now see that Algorithm 4.1 really does not depend on the attack tree $T$ having a particular structure or even $F$ having any tree structure at all. All the decisions to skip some attack or stop the attacking can be taken just by evaluating the Boolean function $F$.

By following the similar argument as in Theorem 3.1 on page 46, we can conclude that the serial model also has associativity, commutativity and distributivity properties and the requirements of Mauw and Oostdijk for the attack tree model consistency are also fulfilled.

Therefore, we can say that this serial attack tree model corresponds to the requirements of Mauw and Oostdijk. Next we will show formally that introducing
order to the elementary attacks really increases the attacker’s expected outcome compared to the parallel attack tree.

**Theorem 4.2:** Let $F$ be a monotone Boolean function on variables $X = \{X_1, \ldots, X_n\}$, $n \geq 2$ describing the attack scenarios. Let $\text{Outcome}_{S, \sigma}$ be defined by formula (4.1) and let $\text{Outcome}_{S}$ be defined by formula (3.2) for attack suite $S = X$. Then we have

$$\text{Outcome}_{S, \sigma} \geq \text{Outcome}_{S}.$$  \hspace{1cm} (4.2)

If for all the elementary attacks $X_i$ ($i = 1, \ldots, n$) one also has $\text{Expenses}_i > 0$, then strict inequality holds in formula (4.2).

**Proof.** First we note that by formula (3.3) we can compute the success probability of the attacker as follows:

$$p_S = \sum_{S \subseteq X} \prod_{X_i \in S} p_i \prod_{X_j \notin X \setminus S} (1 - p_j),$$

where $F(S := \text{true})$ denotes the evaluation of the Boolean function $F$, when all the variables of $S$ are assigned the value true and all others the value false. This is exactly the total probability of all the successful branches of Algorithm 4.1 on the facing page and thus $p_S = p_\sigma$ (implying that $p_\sigma$ is actually independent of $\sigma$). We also have that $\forall i \; p_{\sigma, i} \leq 1$ and hence the inequality (4.2) follows.

Assume now that for all $X_i$ we have $\text{Expenses}_i > 0$. Then in order to prove that strict inequality holds in (4.2), we need to show that there exists such an index $i$ that $p_{\sigma, i} < 1$.

Consider the elementary attack $X_{\sigma(n)}$ that the attacker is supposed to try last. If there exists an evaluation of the Boolean variables $X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}$ such that

$$F(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, t) = F(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, f),$$

then $X_{\sigma(n)}$ is superfluous in this scenario and hence $p_{\sigma, n} < 1$.

If on the other hand we have

$$F(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, t) \neq F(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, f)$$

for all evaluations of $X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}$, then due to monotonicity of $F$ we can only have that

$$F(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, f) = f$$
and
\[ F(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, t) = t, \]
implying
\[ F(a_1, \ldots, a_n) \equiv a_n. \]
But in this case all the elementary attacks before the last one get skipped, so \( p_{\sigma,1} = \ldots = p_{\sigma,n-1} = 0. \)

4.3 Computation Algorithm

There are \( n+1 \) parameters that need to be computed in order to find the expected outcome using formula (4.1) – the total success probability \( p_{\sigma} \) and the probabilities \( p_{\sigma,i} \) that the node \( X_i \) is encountered during Algorithm 4.1 on page 68. It turns out that there is an efficient algorithm for computing these quantities provided that the given monotone Boolean function can actually be described by a tree. In what follows we will also assume that the tree is binary and that we have the attack suite \( S = X \), but this restriction is not a crucial one.

So let us have an attack tree with the set of leaf nodes \( X = \{ X_1, \ldots, X_n \} \) and the corresponding success probabilities \( p_i, i = 1, \ldots, n \). We will assume that all these probabilities are independent and consider the permutation \( \sigma \) of the set \( X \) (i.e. \( \sigma \in \mathcal{G}_n \)). In order to explain the algorithm, we first introduce three extra parameters to each node \( Y \), namely \( Y^1 \), \( Y^0 \) and \( Y^u \), showing the probabilities that the node has been proven to be respectively true, false or yet undefined in the course of the analysis.

Initially, we will set \( Y^1 = Y^0 = 0 \) and \( Y^u = 1 \) for all the nodes and the algorithm will work by incrementally adjusting these values, so that at the end of the process we will have \( R^1 = p_{\sigma} \) for the root node \( R \). Throughout the computations we will of course retain the invariant \( Y^1 + Y^0 + Y^u = 1 \) for all the nodes \( Y \), hence one of these parameters is actually superfluous. In the presentation version of the algorithm we will drop the parameter \( Y^u \), even though it actually plays the central role.

Going back to the high-level description of Algorithm 4.1 on page 68, we see that the most difficult decision is in line 3, where the attacker is supposed to find out whether the next elementary attack in his list may have any effect on the success or failure of the root node. An elementary attack does not have any effect if there is a node on the path from that particular leaf to the root that has already been proven to be true or false. Thus the next elementary attack should be tried
iff all of the nodes on this path are undefined – and this is precisely the event that gives us the required probability $p_{o,i}$.

Let the path from the root $R$ to the leaf $X_i$ then be $(Y_0 = R, Y_1, \ldots, Y_m = X_i)$. Thus, we need to compute the probability

$$p_{o,i} = \Pr[Y_0 = u \& Y_1 = u \& \ldots \& Y_m = u] = \Pr[Y_0 = u | Y_1 = u, \ldots, Y_m = u] \cdot \Pr[Y_1 = u | Y_2 = u, \ldots, Y_m = u] \cdot \ldots \cdot \Pr[Y_{m-1} = u | Y_m = u] \cdot \Pr[Y_m = u] = \Pr[Y_0 = u | Y_1 = u] \cdot \Pr[Y_1 = u | Y_2 = u] \cdot \ldots \cdot \Pr[Y_{m-1} = u | Y_m = u] \cdot \Pr[Y_m = u].$$

(4.3)

The equations

$$\Pr[Y_k = u | Y_{k+1} = u, \ldots, Y_m = u] = \Pr[Y_k = u | Y_{k+1} = u]$$

hold due to the tree structure of our underlying RDAG and the independence assumption of the elementary attacks.

In formula (4.3) we have $\Pr[Y_m = u] = \Pr[X_i = u] = 1$ and all the other probabilities are of the form $\Pr[Y_k = u | Y_{k+1} = u]$. Hence, we need to evaluate the probability that the parent node $Y_k$ is undefined assuming that one of its children, $Y_{k+1}$, is undefined. This probability now depends on whether $Y_k$ is an AND- or OR-node. If $Y_k$ is an AND-node and $Y_{k+1}$ is undefined, then so is $Y_k$ if its other child $Z$ is either true or undefined, which is the case with probability $Z^1 + Z^u = 1 - Z^1$. Similarly, if $Y_k$ is an OR-node and $Y_{k+1}$ is undefined, then so is $Y_k$ if its other child $Z$ is either false or undefined, which is the case with the probability $Z^0 + Z^u = 1 - Z^1$.

This way, formula (4.3) gives an efficient way of computing $p_{o,i}$ assuming that the current parameters of the internal nodes of the tree are known. Hence, we need the routines to update these as well. These routines are straightforward. If the elementary attack $X_i$ is tried, only the parameters of the nodes on the path $(Y_m = X_i, \ldots, Y_1, Y_0 = R)$ from that leaf to the root need to be changed. We do it by first setting $Y_m^0 = p_i$, $Y_m^1 = 1 - p_i$ and $Y_m^u = 0$ and then proceed towards the root. If the node we encounter is AND-node $A$ with children $B$ and $C$, we set

$$A^1 = B^1 \cdot C^1,$$

$$A^0 = B^0 + C^0 - B^0 \cdot C^0,$$

(4.4) (4.5)
Computing the probabilities \( p_{\sigma, i} \)

**Input:** An attack tree with leaf set \( X = \{X_1, \ldots, X_n\} \)

**Input:** Permutation \( \sigma \in \mathfrak{S}_n \)

**Output:** The probabilities \( p_{\sigma, i} \) for \( i = 1, \ldots, n \)

1. For all \( X_i \in \{X_1, \ldots, X_n\} \) do
2. \( X_i^1 := 0 \) and \( X_i^0 := 0 \)
3. End for
4. For \( i := 1 \) to \( n \) do
5. Find the path \((Y_0, \ldots, Y_m)\) from the root \( Y_0 = R \) to the leaf \( Y_m = X_{\sigma(i)} \)
6. \( X_{\sigma(i)}^1 := p_{\sigma(i)} \)
7. \( X_{\sigma(i)}^0 := 1 - p_{\sigma(i)} \)
8. Compute

\[
p_{\sigma, i} := \prod_{j=1}^m (1 - Z_j^a),
\]

where \( Z_j \) is the sibling node of \( Y_j \) and

\[
a = \begin{cases} 
1 & \text{if } Y_{j-1} \text{ is an OR-node} \\
0 & \text{if } Y_{j-1} \text{ is an AND-node}
\end{cases}
\]

9. Update the parameters of the nodes \( Y_{m-1}, Y_{m-2}, \ldots, Y_0 \) according to formulae (4.4–4.7)

10. End for

and if we encounter an OR-node \( A \) with children \( B \) and \( C \), we set

\[
A^1 = B^1 + C^1 - B^1 \cdot C^1, \quad (4.6)
\]
\[
A^0 = B^0 \cdot C^0. \quad (4.7)
\]

As noted above, we see that the quantities \( Y^u \) are actually never needed in the computations.

In order to compute the \( n + 1 \) necessary probabilities Algorithm 4.2 makes one run through all the leaves of the tree and at each run the path from the leaf to the root is traversed twice. Since the number of vertices on such a path in a (binary) tree can not be larger than the number of leaves \( n \), we get that the worst-case time complexity of Algorithm 4.2 is \( O(n^2) \). If the tree is roughly balanced, this estimate drops even to \( O(n \log n) \). This is a huge performance increase compared to a naïve algorithm that one could design based on the complete attack scenario.
4.4 Outcome Results Comparison

Theorem 4.2 on page 69 states that the serial model yields greater outcome values when all elementary attack expenses are greater than zero. In order to get an idea of how much the serial model actually gains when compared to the parallel one, we tested their outcomes on random trees. However, to meaningfully compare the outcome values, there are some details to be discussed.

It may occur that the expected outcome computed by the parallel routine may be negative (or even exactly zero), but the outcome in the serial model may still be positive. In such a situation, it is hard to quantify the percentage of actual improvement of the result. It is possible to measure the absolute increase in the outcome, but in this case, it is hard to relate improvements on the different trees.

Therefore, we first picked trees with positive outcome values computed by the parallel model and then normalized the tree input parameters, so that the outcome value was exactly 1000. If the original outcome was \( k \), then we simply multiplied all monetary parameters by \( 1000/k \). We then computed the outcome value for the serial model.

Altogether, for every \( n \in \{5, 6, \ldots, 13\} \) we generated 53 normalized trees with \( n \) leaves and computed the average outcome with the serial model. The results are displayed in Figure 4.2 on the following page. However, it seems that there is no clear trend in the data. The increase varies greatly and the standard deviation exceeds the mean value in many datapoints.

In many cases, when comparing the serial model outcome to the parallel model outcome, there was actually no improvement at all. This can be the case when the optimal attack strategy for both the parallel and serial models consists only of one elementary attack. For relatively small random trees, this happens quite often, however, in practical attack scenarios, it is relatively unlikely that the system can be attacked with just a single elementary attack without any dependencies. Therefore, it could be the case that this kind of testing with the random trees does not correspond well to reality.

4.5 Genetic Algorithm

It is clear from previous sections that exact algorithms do not work on the serial attack model quickly, in fact, they are rather slow and only capable of processing attack trees up to 13 leaves in the reasonable time. Therefore, we will once again
turn to approximations and will use the similar genetic algorithm method from Section 3.7 on page 58.

With the current model, however, we also need to evolve the order of the attacks. We refer to the overview in [49] by Larrañaga et al., where solving the Traveling Salesman Problem (TSP) with the genetic algorithm is being studied. Altogether 25 ways are presented to encode the solution for the genetic algorithm and to define crossover and mutate operator, which gives us plenty of choices and examples. The problem is that in the classical TSP problem, the parent permutations are always defined on the same set, because the traveling salesman has to visit all cities only once.

In our case, parent attack suites may have a different number of attacks and therefore, the permutations also might be of different length. Additionally, it does not make sense to evolve the subsets $S$ and permutations $\sigma$ separately, because then we would need to run the genetic algorithm separately for each subset of $X$ and then choose the subset with the best fitness function. We need to evolve both the elements of the subsets and the order of those elements at the same time for
Algorithm 4.3: Creating random permutation $\sigma$ of the set $S = \{X_1, \ldots, X_m\}$ (from [45, pp. 145–146])

**INPUT:** The size of set $S = m$

**OUTPUT:** $\sigma$ is the uniformly random permutation of sequence $\{1, \ldots, m\}$

1. **Procedure** RandomPermutation($m$)
2. $\sigma(1) := 1$
3. for $i := 2$ to $m$ do
4. $j := \text{random}(1 \ldots i)$
5. $\sigma(i) := \sigma(j)$
6. $\sigma(j) := j$
7. end for
8. return $\sigma$

our genetic algorithm approach to be useful.

To encode the ordered attack suite $(S, \sigma)$ for the genetic algorithm we will use the same bit array approach as with the parallel model. The permutation $\sigma$ will be represented by the array of numbers.

4.5.1 Generating Initial Population

To start the genetic algorithm, we need an initial population of ordered attack suites. In the parallel model, we created satisfying attack suites by recursively traversing the tree $T$ and in AND-nodes chose all the children and in OR-nodes chose randomly at least one of the children. The resulting attack suite was guaranteed to be a “live” individual.

For the serial model, we need to create the $S$ and also the $e_S$. We will use the same Algorithm 3.4 on page 60 for creating the $S$, and then we will generate a random permutation $\sigma$. We will use the Fisher-Yates shuffle algorithm from [45, pp. 145–146] described in Algorithm 4.3 for ensuring that each combination has the same probability to appear.

4.5.2 Crossing and Mutating Individuals

We have two ordered attack suites $(S_1, \sigma_1)$ and $(S_2, \sigma_2)$, which will have a descendant $(S, \sigma)$. To create the set $S$, we will use the same technique as in Section 3.7 on page 58. We will go over all the $n$ elementary attacks in the set $X$ and will decide randomly
from which parent we will take the status of the elementary attack $X_i$. For example, if we decide to use parent $S_1$ for the $i$ and $X_i \in S_1$, then $X_i \in S$ as well. Therefore those elementary attacks, which are included in both parents, will be included in the descendant for sure. Those attacks which are included in one of the parents will have 0.5 chance of being included in the descendant and those attacks which are in neither parents will have 0 chance of being included.

Because we are not able to use the natural crossover operation on the ordered attack suites, we will simply randomly pick permutation elements from parent permutations and look out for duplicate elements. This is based on the alternating position crossover operator defined in [49, pp. 23] and we modify it to work for our case.

We present both procedures in Algorithm 4.4 on the next page. To illustrate the workings of the algorithm, let us consider the following example.

Let us take $X = \{X_1, \ldots, X_5\}$ and for two parents

$S_1 = \{X_1, X_2, X_4, X_5\}$ \hspace{1cm} $\sigma_1 = \{1, 2, 4, 5\}$,

$S_2 = \{X_3, X_4\}$ \hspace{1cm} $\sigma_2 = \{4, 3\}$.

Let us assume that when composing the descendant $S$ from elementary attacks, we randomly chose the corresponding parents and we got the following resultant set:

$S = \{X_1, X_3, X_4, X_5\}$.

Let us also assume that we did not mutate the set anymore. Then the permutation $\sigma$ of the descendant will be randomly chosen from parent permutations:

1. We randomly chose $\sigma_2$ and got element 4 from there. $\sigma = \{4\}$ and $\sigma_2 = \{3\}$.
2. We randomly chose $\sigma_1$ and got element 1 from there. $\sigma = \{4, 1\}$ and $\sigma_1 = \{2, 4, 5\}$.
3. Next, we chose again $\sigma_1$ and got element 2 from there, however $X_2 \notin S$ and therefore we just skip it. $\sigma = \{4, 1\}$ and $\sigma_1 = \{4, 5\}$.
4. Again, we chose $\sigma_1$ and the next element is 4, but $\sigma$ already contains 4. Therefore we just throw it away. $\sigma = \{4, 1\}$ and $\sigma_1 = \{5\}$.
5. Then, $\sigma_1$ is chosen again, and the last element 5 is added to $\sigma$. We now have $\sigma = \{4, 1, 5\}$ and $\sigma_1 = \{\}$.
6. Because $\sigma_1$ is now empty, we will just get the remaining elements from $\sigma_2$.
Algorithm 4.4: Creating descendant attack suite from two parent attack suites

INPUT: The set $X$ of all elementary attacks
INPUT: Ordered attack suites $(S_1, \sigma_1)$ and $(S_2, \sigma_2)$
OUTPUT: Descendant ordered attack suite $(S, \sigma)$

1. Procedure CrossSuites$(X, S_1, \sigma_1, S_2, \sigma_2)$
2. for $i := 1$ to $n$ do
3. $k := \text{random}(1, 2)$
4. if $X_i \in S_k$ then
5. add $X_i$ to $S$
6. end if
7. if we have decided to mutate the $S$ AND decide to mutate the bit $i$ then
8. flip the status of the $X_i \in S$
9. end if
10. end for
11. make copies $\beta_1$ and $\beta_2$ from permutations $\sigma_1$ and $\sigma_2$
12. $i := 1$
13. while $\beta_1 \neq \emptyset$ and $\beta_2 \neq \emptyset$ do
14. $k := \text{random}(1, 2)$
15. if $\beta_k = \emptyset$ then
16. choose another parent for $k$
17. end if
18. if $\beta_k(1) \in S$ and $\beta_k(1) \notin \sigma$ then
19. $\sigma(i) := \beta_k(1)$
20. $i := i + 1$
21. end if
22. remove $\beta_k(1)$ from $\beta_k$
23. end while
24. return $S$ and $\sigma$

and because they are not already in $\sigma$, we add them to $\sigma$.

7. Finally, $\sigma = \{4, 1, 5, 3\}$.

To choose the best individuals after the crossover, we simply compute $\text{Outcomes}_{S, \sigma}$ for each ordered attack suite $(S, \sigma)$ and sort out the $h$ best attack suites for the next generation.
4.5.3 Analysis

We now know how to produce the initial generation with Algorithm 4.3 on page 75 and we know how to cross the ordered attack suites with each other with Algorithm 4.4 on the previous page. For the fitness function, we will just compute $\text{Outcome}_{S,a}$ and then sort out the $h$ best attack suites. The procedure is listed as Algorithm 4.5 on the facing page.

The complexity of this genetic algorithm in the worst case is $O\left(g\left(\frac{nh^2}{2} + n^2 h^2 - \frac{n^2 h}{2} + h^2 \log h\right)\right)$ because we will generate $g$ generations, we will spend $O(\frac{nh^3}{2})$ in the crossover section, after that we need to compute $\text{Outcome}_{S,a}$ for $h^2 - \frac{h}{2}$ new individuals, each of them takes $O(n^2)$ steps in the worst case and finally we need to sort out $h$ best individuals, which takes $O(h^2 \log h)$ steps.

To verify that the genetic algorithm works in practice and finds the correct attack suite, we used the same database of 6000 attack trees and computed the exact result for the tree and then ran genetic algorithm with various parameters on the same tree and compared the results. Because of the performance of the serial attack tree algorithm, we were only able to test on the trees having up to 12 leaves. The results for the parameter functions $h = 2n$ and $g = 2n$ and $h = n$ and $g = n$ are given in Figure 4.4 on page 81.

It turns out that we are able to get almost the same level of accuracy from the genetic algorithm as we did with the parallel attack tree models. The complexity of the genetic algorithm in the case of $h = 2n$ and $g = 2n$ is $O(n^3)$. The performance results are given in Figure 4.3 on page 80.
Algorithm 4.5: Finding approximate best ordered attack suite \( S \) and permutation \( \sigma \) for the attack tree \( T \) using the genetic algorithm

**INPUT:** AND-OR-tree \( T \) with estimated parameters,

**INPUT:** Size of the population as \( h \) and number of generations as \( g \)

**OUTPUT:** Outcome \( S, \sigma \) is approximately the best outcome for attack tree \( T \)

1. PROCEDURE ComputeApproximateOrderedAttackSuite()
2. Generate \( h \) individual ordered attack suites by calling Algorithm 4.3 on page 75
3. FOR \( i = 2 \) TO \( g \) DO
4. Cross and mutate \( h \) attack suites with each other by calling Algorithm 4.4 on page 77, producing \( \binom{h}{2} \) new attack suites
5. Add \( h \) attack suites from the generation \( g_{i-1} \) to the current generation \( g_i \)
6. Filter out those individuals, who are live (i.e. \( F(S_j := t) = t \))
7. Compute the Outcome \( S, \sigma \) for all individuals and choose \( h \) best individuals for the next generation \( g_{i+1} \)
8. END FOR
9. RETURN Best ordered attack suite \( (S, \sigma) \) having the largest Outcome \( S, \sigma \) from the last generation \( g_g \)
Figure 4.3: Performance results of Algorithm 4.5 on the previous page in case of parameters $h = 2n$ and $g = 2n$. The confidence interval for the attack tree computation time $t$ is given with 95% confidence level. Performance tests were done on 2.33 GHz Pentium Xeon machine.
Figure 4.4: Accuracy estimation of Algorithm 4.5 on page 79 for different values of population size and number of generations. The confidence interval for probability $p$ is given with the confidence level 95%.
CONCLUSIONS AND FUTURE RESEARCH

This thesis studied two multi-parameter attack tree models. The first model considered all elementary attacks occurring at the same time, in parallel, and the second allowed the attacker to choose the order of the attacks and then try them sequentially.

Both models proved to be consistent by Theorem 3.1 on page 46 and Theorem 4.1 on page 67, in terms of requirements of Mauw and Oostdijk. This means that the outcome values of two equivalent attack trees which describe the same attack are equal and it also confirms that the outcome value of the attack tree does not depend on the particular structure or order of attacks in the tree. The attack tree can be represented by the corresponding Boolean formula and usual transformations can be applied to that Boolean formula and the resulting outcome value will be unchanged.

It was also shown by Theorem 3.2 on page 47 and Theorem 4.2 on page 69 that both models result at least as great outcome values, as the previous multi-parameter attack tree model by Buldas et al. This means that in our models the attacker is able make as good and sometimes better decisions regarding which attacks to choose as in the previous multi-parameter attack tree model. However, because our computing model is not using the parameter propagation from the attack tree leaves up to the root node, we are able to find a global maximum over all possible solutions and do not have to do local optimum based decisions in or-nodes. In certain cases, choosing more than one attack from or-node allows the attacker to increase the success probability of the chosen attack suite and in this way increase the expected outcome value.

With the serial model, we allow the attacker to use even more information for making decisions. As shown in Theorem 4.2 on page 69, the serial model will yield strictly greater expected outcome than the parallel model if all the elementary attacks have non-zero costs. Because we are only considering semi-adaptive
attackers in the serial model, the models with fully adaptive attackers could result in even greater expected outcome values.

Unfortunately, considering all possible solutions and then choosing the global maximum over those means that the complexity of the outcome computation by Algorithm 3.2 on page 54 and Algorithm 4.1 on page 68 is exponential to the number of elementary attacks in the attack tree and this limits the application of those models in the real life situations, since it would take simply too long to compute the exact outcome value. It would be useful if we could give at least the approximate outcome value of the attack tree in a few minutes. The genetic Algorithm 3.5 on page 61 and Algorithm 4.5 on page 79 were developed and they proved to be very successful with our testing data-set, giving the same outcome result as exact algorithms in about 90% of cases. The running time for the genetic algorithm is about 5 minutes for attack trees with 100 leaves, which allows the attack tree analysis to be included in the real life security analysis.

Attack tree analysis and quantitative risk assessment is still a relatively young field and much remains to be discovered. We agree with Verendel who argues in [78] that quantified security models have not yet been corroborated by predicting outcomes of experiments in repeated large-sample tests. Real-life tests and the evaluation of required attack tree parameters is still a weak point in our models as well and there is certainly more research to be done. To find out how to successfully evaluate those parameters, collaboration with experts from different fields, such as micro-economy, psychology, law enforcement, security analysis, and system design and administration, etc., is essential.

Even after successfully estimating some of the attack tree parameters, those estimations, and the computation results based on those estimations, should not be considered exact point-values. When the estimation error and the confidence level of the human expert could be taken into account, the attack tree utility value is also not the exact point-value. Naturally, decision makers would like to know the confidence limits of the results, but the sensitivity of the attack tree computations to the parameter errors has not yet been studied. This remains an important requirement for the application of the attack tree analysis in the real world.

Another interesting research problem is to combine the attack tree analysis with choosing the cheapest set of security measures for systems. This would allow managers to make more vested investment decisions.

Even with those not yet answered questions we suggest that the attack tree models presented in this thesis are useful additions to the attack tree analysis.
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Abstract

Measuring information security is hard. This is because it is hard to estimate how likely it is for the complicated, multi-stage attacks to succeed and how much extra security those deployed measures really give you. Because you do not have ages of historical data and details about incidents are regularly not shared, you cannot use frequentist approach to predict the annual expected loss. Engineers have solved the similar problem of estimating the reliability of an individual system with fault trees and the same principles have been applied to information security as well under the name of attack trees. In the attack tree analysis you specify the attacker's goal as the root of the tree and then progressively try to split the attacks with and-nodes and or-nodes until you reach a simple enough level called elementary attacks.

Attack trees have been used to analyze real-life situations and many attack tree models have been proposed for that. However, only a few of the models allow us to do a quantified analysis of the security and compute the attacker's utility and most of them do not provide consistent results.

This thesis presented two multi-parameter attack tree models, that allow us to compute the attacker's expected utility of attack from the parameters associated with attack tree leaves. The parameters used to describe those leaves are the success probability of the attack, expected cost of the attack and associated penalties and also the gains of the whole attack tree. The proposed models are consistent, which means that when given two equivalent attack trees that describe the same attack, the computed utility value of both trees is equal. The first model, the parallel attack tree model, considers all the chosen attacks happening in parallel. The second model, the serial attack tree model, allows the attacker to choose the temporal order of the attacks and then adaptively decide if it makes sense to try the next attack or not. The serial attack tree model follows the real life situation more closely and also provides the greatest expected utility value.
The outcome computation in both models works by considering all satisfying attack suites, which drives the computation complexity exponential and prohibits the application of those models in the real life analysis with attack trees having more than 20-30 leaves. To work around those limitations, the thesis experimented with genetic algorithms. The performance and accuracy tests reveal that genetic algorithms are very usable and gave the correct outcome value in about 90% of the cases. They can process attack trees of up to 100 leaves, within 6 minutes.


Doktoritöö esitatakse kahte uut autorit poolt arendatud ründepuu arvutusmudelit, mis võimaldavad arvutada ründaja ootetulu, arvestades ründepuu lehdega seotud sisendparameetreid. Parametriteks kasutatakse elementaarühne önnestumise tõenäosust, elementaarühne läbiviimise ootetulu ning kogu ründepuu önnestumisel saadavat ootetulu. Kirjeldatud mudelid on kooskõlalised, mis tähendab, et ekuivalentsete ründepuuude puhul, mis kirjeldavad semantiliselt sama
ründet, arvutatakse puudele võrdsne ründaja ootetulu.

Esimene mudel arvestab, et ründaja fikseerib enne ründama asumist kasutatavate elementaarpuude komplekti ning kõik ründed teostatakse paralleelselt. Teine mudel käsitleb lisaks ka ründete ajaliste jaarjelust ning lubab ründajal teha ründnaku käigus otsuseid, kas proovida järgmisena järjekorras olevat rünnet, või kui selle önnestumine ei mõjuta tema eesmärgi saavutamist, siis selle vahele jätta. Jadamudel modelleerib reaalsete ründajate käitumist täpsemini kui paralleelmudel ning juhul, kui kõigi elementaarpuude kulu on positiivne, siis on jadamudeli abil arvutatud ründaja ootetulu suurem kui paralleelmudelis.

Mõlemad mudeli arvutusreeglid kasutavad suurima ootetulu leidmiseks globalset otsingut üle kõigi ründaja eesmärki realiseerivate ründekomplektide, mistõttu nende arvutuskeeetus on eksponentiaalne ning ootetulu arvutamine on väga aga noud. 30 lehega ründepuude töötlemine toimub paralleelmudelis kümnekonna minutiga, kuid nüüdse jadamudele järgi ootetulu arvutamine on praktiliselt võimalik vaid kuni 13 lehega puude korral.

Igapäevastes turvaanalüüsides koostatud ründepuude suurus ulatub sadade lehtedeni ning selliste puude töötlemine ei ole täpissalgoritmidega enam võimalik. Doktoritöös katsetati ligilähedaste vastuste saamiseks geneetilise algoritme. Selgus, et ligikaudu 90% kuni 95% juhtudel leiti geneetilise algoritmidena sama ootetulu väärtus, kui täpissalgoritmidena ning sedaviisi önnestub ligikaudu 6 minutiga töödelda ka ründepuid, milles on kuni 100 lehte.

Doktoritöös toodud ründepuude mudelide baasena saab seega rakendada praktilises turvaanalüüsis. Juhul, kui leitud ründaja ootetulu on positiivne, siis saame näidata, et ründajal on kasulik infosüsteemi rünnata ning seega on infosüsteemi turvalisus ebapäevav. Kui ründaja ootetulu on negatiivne, siis on võimalik, et süsteem on turvaline majanduslikult kaalutluses ründajate vastu.
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Abstract In this paper we introduce a set of computation rules to determine the attacker’s exact expected outcome based on a multi-parameter attack tree. We compare these rules to a previously proposed computational semantics by Buldas et al. and prove that our new semantics always provides at least the same outcome. A serious drawback of our proposed computations is the exponential complexity. Hence, implementation becomes an important issue. We propose several possible optimisations and evaluate the result experimentally. Finally, we also prove the consistency of our computations in the framework of Mauw and Oostdijk and discuss the need to extend the framework.

1 Introduction

Attack tree (also called threat tree) approach to security evaluation is several decades old. It has been used for tasks like fault assessment of critical systems [1] or software vulnerability analysis [2,3]. The approach was first applied in the context of information systems (so-called threat logic trees) by Weiss [4] and later more widely adapted to information security by Bruce Schneier [5]. We refer to [6,7] for good overviews on the development and applications of the methodology.

Even though already Weiss [4] realised that nodes of attack trees have many parameters in practise, several subsequent works in this field considered attack trees using only one estimated parameter like the cost or feasibility of the attack, skill level required, etc. [3,5,8]. Opel [9] considered also multi-parameter attack trees, but the actual tree computations in his model still used only one parameter at a time. Even though single-parameter attack trees can capture some aspects of threats reasonably well, they still lack the ability to describe the full complexity of the attacker’s decision-making process.

A substantial step towards better understanding the motivation of the attacker was made in 2006 by Buldas et al. [10]. Besides considering just
the cost of the attack, they also used success probability together with probabilities and amount of penalties in the case of success or failure of the attack in their analysis. As a result, a more accurate model of the attack game was obtained and it was later used to analyse the security of several e-voting schemes by Buldas and Mägi [11]. The model was developed further by Jürgenson and Willeminson [12] extending the parameter domain from point values to interval estimations.

However, it is known that the computational semantics given in [10] is both imprecise and inconsistent with the general framework introduced by Mauw and Oostdijk [8] (see Section 2). The motivation of the current paper is to develop a better semantics in terms of precision and consistency. For that we will first review the tree computations of [10] in Section 2 and then propose an improved semantics in Section 3. However, it turns out that the corresponding computational routines are inherently exponential, so optimisation issues of the implementation become important; these are discussed in Section 4. In Section 5 we prove that the new semantics always provides at least the same expected outcome for an attacker as the tree computations of [10]. We also argue that the new semantics is consistent with the framework of Mauw and Oostdijk. Finally, in Section 6 we draw some conclusions and set directions for further work.

2 Background

In order to better assess the security level of a complex and heterogeneous system, a gradual refinement method called threat tree or attack tree method can be used. The basic idea of the approach is simple — the analysis begins by identifying one or more primary threats and continues by splitting the threat into subattacks, either all or some of them being necessary to materialise the primary threat. The subattacks can be divided further etc., until we reach the state where it does not make sense to split the resulting attacks any more; these kinds of non-splittable attacks are called elementary or atomic attacks and the security analyst will have to evaluate them somehow. During the splitting process, a tree is formed having the primary threat in its root and elementary attacks in its leaves. Using the structure of the tree and the estimations of the leaves, it is then (hopefully) possible to give some estimations of the root node as well. In practice, it mostly turns out to be sufficient to consider only two kinds of splits in the internal nodes of the tree, giving rise to AND- and OR-nodes. As a result, an AND-OR-tree is obtained, forming the basis of the
subsequent analysis. An example attack tree originally given by Weiss [4] and adopted from [6] is presented in Figure 1.

Figure 1. Example of an attack tree

We will use the basic multi-parameter attack tree model introduced in [10]. Let us have the AND-OR-tree describing the attacks and assume all the elementary attacks being pairwise independent. Let each leaf $X_i$ have the following parameters:

- $\text{Cost}_i$ – the cost of the elementary attack
- $p_i$ – success probability of the attack
- $\pi_i^-$ – the expected penalty in case the attack was unsuccessful
- $\pi_i^+$ – the expected penalty in case the attack was successful

Besides these parameters, the tree has a global parameter $\text{Gains}$ showing the benefit of the attacker in the case he is able to mount the root attack. For practical examples on how to evaluate those parameters for real-life attacks, please refer to [11] and [13].

The paper [10] gives a simple computational semantics to the attack trees, which has further been extended to interval estimates in [12]. After the above-mentioned parameters have been estimated for the leaf nodes, a step-by-step propagation algorithm begins computing the same parameters for all the internal nodes as well, until the root node has been reached. The computational routines defined in [10] are the following:
– For an OR-node with child nodes with parameters \((\text{Cost}_i, p_i, \pi^+_i, \pi^-_i)\) \((i = 1, 2)\) the parameters \((\text{Cost}, p, \pi^+, \pi^-)\) are computed as:

\[
(\text{Cost}, p, \pi^+, \pi^-) = \begin{cases} 
(\text{Cost}_1, p_1, \pi^+_1, \pi^-_1), & \text{if } \text{Outcome}_1 > \text{Outcome}_2 \\
(\text{Cost}_2, p_2, \pi^+_2, \pi^-_2), & \text{if } \text{Outcome}_1 \leq \text{Outcome}_2 
\end{cases}
\]

\[
\text{Outcome}_i = p_i \cdot \text{Gains} - \text{Cost}_i - p_i \cdot \pi^+_i - (1 - p_i) \cdot \pi^-_i.
\]

– For an AND-node with child nodes with parameters \((\text{Cost}_i, p_i, \pi^+_i, \pi^-_i)\) \((i = 1, 2)\) the parameters \((\text{Cost}, p, \pi^+, \pi^-)\) are computed as follows:

\[
\text{Costs} = \text{Costs}_1 + \text{Costs}_2, \quad p = p_1 \cdot p_2, \quad \pi^+ = \pi^+_1 + \pi^+_2,
\]

\[
\pi^- = \frac{p_1(1 - p_2)(\pi^+_1 + \pi^-_2) + (1 - p_1)p_2(\pi^+_1 + \pi^-_2)}{1 - p_1p_2} + \frac{(1 - p_1)(1 - p_2)(\pi^+_1 + \pi^-_2)}{1 - p_1p_2}.
\]

The formula for \(\pi^-\) represents the average penalty of an attacker, assuming that at least one of the two child-attacks was not successful. For later computations, it will be convenient to denote expected expenses associated with the node \(i\) as \(\text{Expenses}_i = \text{Cost}_i + p_i \cdot \pi^+_i + (1 - p_i) \cdot \pi^-_i\). Then it is easy to see that in an AND-node the equality \(\text{Expenses} = \text{Expenses}_1 + \text{Expenses}_2\) holds. Note that the formulae above have obvious generalisations for non-binary trees.

At the root node, its \textbf{Outcome} is taken to be the final outcome of the attack and the whole tree is considered to be beneficial for a rational attacker if \(\text{Outcome} > 0\). Following the computation process it is possible to collect the corresponding set of leaves which, when carried out, allow the attacker to mount the root attack and get the predicted outcome. Such leaf sets will subsequently be called \textit{attack suites}.

However, while being very fast to compute, this semantics has several drawbacks:

1. In order to take a decision in an OR-node, the computational model of \cite{10} needs to compare outcomes of the child nodes and for that some local estimate of the obtained benefit is required. Since it is very difficult to break the total root gain into smaller benefits, the model of \cite{10} gives the total amount of Gains to the attacker for each subattack. This is clearly an overestimation of the attacker’s outcome.

\[\text{Note that our terminology differs here from the one used by Mauw and Oostdijk \cite{8}. Our attack suite would be just attack in their terms and their attack suite would be the set of all possible attack suites for us.}\]
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2. In an OR-node, the model of [10] assumes that the attacker picks exactly one descendant. However, it is clear that in practise, it may make sense for an attacker to actually carry out several alternatives if the associated risks and penalties are low and the success probability is high.

3. There is a general result by Mauw and Oostdijk [8] stating which attack tree computation semantics are inherently consistent. More precisely, they require that the semantics of the tree should remain unchanged when the underlying Boolean formula is transformed to an equivalent one (e.g. to a disjunctive normal form). Semantics given in the [10] are not consistent in this sense. For example, let's take two attack trees, \( T_1 = A \lor (B \land C) \) and \( T_2 = (A \lor B) \land (A \lor C) \), both having same parameters \( \text{Gains} = 10000, \ p_A = 0.1, \ p_B = 0.5, \ p_C = 0.4, \ \text{Expenses}_A = 1000, \ \text{Expenses}_B = 1500, \ \text{Expenses}_C = 1000. \) Following the computation rules of [10], we get \( \text{Outcome}_{T_1} = 8000 \) and \( \text{Outcome}_{T_2} = 6100 \), even though the underlying Boolean formulae are equivalent.

The aim of this paper is to present an exact and consistent semantics for attack trees. The improved semantics fixes all the three abovementioned shortcomings. However, a major drawback of the new approach is the increase of the computational complexity from linear to exponential (depending on the number of elementary attacks). Thus finding efficient and good approximations becomes a vital task. In this paper, we will evaluate suitability of the model of [10] as an approximation; the question of better efficient approximations remains an open problem for future research.

3 Exact Semantics for the Attack Trees

3.1 The model

In our model, the attacker behaves as follows.

- First, the attacker constructs an attack tree and evaluates the parameters of its leaves.
- Second, he considers all the potential attack suites, i.e. subsets \( \sigma \subseteq \mathcal{X} = \{X_i : i = 1, \ldots, n\} \). Some of these materialise the root attack, some of them do not. For the suites that do materialise the root attack, the attacker evaluates their outcome for him.
- Last, the attacker decides to mount the attack suite with the highest outcome (or he may decide not to attack at all if all the outcomes are negative).
Note that in this model the attacker tries all the elementary attacks independently. In practise, this is not always true. For example, if the attacker has already failed some critical subset of the suite, it may make more sense for him not to try the rest of the suite. However, the current model is much more realistic compared to the one described in [10], since now we allow the attacker to plan its actions with redundancy, i.e. try alternative approaches to achieve some (sub)goal.

3.2 Formalisation

The attack tree can be viewed as a Boolean formula $F$ composed of the set of variables $X = \{X_i : i = 1, \ldots, n\}$ (corresponding to the elementary attacks) and conjunctives $\lor$ and $\land$. Satisfying assignments $\sigma \subseteq X$ of this formula correspond to the attack suites sufficient for materialising the root attack.

The exact outcome of the attacker can be computed as

$$\text{Outcome} = \max\{\text{Outcome}_\sigma : \sigma \subseteq X, F(\sigma := \text{true}) = \text{true}\}.$$  

(1)

Here $\text{Outcome}_\sigma$ denotes the expected outcome of the attacker if he decides to try the attack suite $\sigma$ and $F(\sigma := \text{true})$ denotes evaluation of the formula $F$, when all of the variables of $\sigma$ are assigned the value true and all others the value false. The expected outcome $\text{Outcome}_\sigma$ of the suite $\sigma$ is computed as follows:

$$\text{Outcome}_\sigma = p_\sigma \cdot \text{Gains} - \sum_{X_i \in \sigma} \text{Expenses}_i,$$  

(2)

where $p_\sigma$ is the success probability of the attack suite $\sigma$.

When computing the success probability $p_\sigma$ of the attack suite $\sigma$ we must take into account that the suite may contain redundancy and there may be (proper) subsets $\rho \subseteq \sigma$ sufficient for materialising the root attack. Because we are using the full suite of $\sigma$ to mount an attack, those elementary attacks in the $\sigma \setminus \rho$ will contribute to the success probability of $p_\rho$ with $(1 - p_j)$. Thus, the total success probability can be computed as

$$p_\sigma = \sum_{\rho \subseteq \sigma} \prod_{X_i \in \rho} p_i \prod_{X_j \in \sigma \setminus \rho} (1 - p_j).$$  

(3)

$F(\rho := \text{true}) = \text{true}$

Note that the formulae (1), (2) and (3) do not really depend on the actual form of the underlying formula $F$, but use it only as a Boolean
function. As a consequence, our framework is not limited to just AND-OR trees, but can in principle accommodate other connectives as well. Independence of the concrete form will also be the key observation when proving the consistency of our computation routines in the framework of Mauw and Oostdijk (see Proposition 1 in Section 5).

3.3 Example

To explain the exact semantics model of the attack trees, we give the following simple example. Let's consider the attack tree with the Boolean formula 

$$T = (A \lor B) & C$$

with all elementary attacks \((A, B, C)\) having equal parameters \(p = 0.8\), \(\text{Cost} = 100\), \(\pi^+ = 1000\), \(\pi^- = 1000\) and \(\text{Gain} = 10000\). That makes \(\text{Expenses} = 1100\) for all elementary attacks.

When we follow the approximate computation rules in the [10], we get the Outcome \(T = 4200\).

By following the computation rules in this article, we have the attack suites \(\sigma_1 = \{A, C\}, \sigma_2 = \{B, C\}, \sigma_3 = \{A, B, C\}\), which satisfy the original attack tree \(T\). The outcome computation for attack suites \(\sigma_1\) and \(\sigma_2\) is straightforward and \(\text{Outcome}_{\sigma_1} = \text{Outcome}_{\sigma_2} = 4200\). The \(\text{Outcome}_{\sigma_3}\) is a bit more complicated as there are three subsets \(\rho_1 = \{A, C\}, \rho_2 = \{B, C\}, \rho_3 = \{A, B, C\}\) for the suite \(\sigma_3\), which also satisfy the attack tree \(T\). Therefore we get the \(p_{\sigma_3} = p_A p_B p_C + p_A p_C (1 - p_B) + p_B p_C (1 - p_A) = 0.768\) and \(\text{Outcome}_{\sigma_3} = 4380\). By taking the maximum of the three outcomes, we get \(\text{Outcome}_T = 4380\).

As the \(\text{Cost}\) parameters in this example for elementary attacks \(A\) and \(B\) were chosen quite low and the success probability \(p_A\) and \(p_B\) of these attacks were quite high, it made sense for an attacker to mount both of these subattacks and get bigger expected outcome, even though the attack tree would have been satisfied as well by only one of them.

4 Implementation

The most time-consuming computational routine among the computations given in Section 3.2 is the generation of all the satisfiable assignments of a Boolean formula \(F\) in order to find the maximal outcome by (1). Even though the computation routine (3) for finding \(p_\sigma\) formally also goes through (potentially all) subsets of \(\sigma\), it can be evaluated in linear time in the number of variables \(n\). To do so we can set \(p_i = 0\) for all \(X_i \notin \sigma\) and leave all the \(p_i\) for \(X_i \in \sigma\) untouched. Then for each internal node of the tree with probabilities of the child nodes being \(p_{i_1}, p_{i_2}, \ldots, p_{i_k}\)
we can compute the probability of the parent node to be
\[ \prod_{j=1}^{k} p_{ij} \text{ or } 1 - \prod_{j=1}^{k} (1 - p_{ij}) \]

depending on whether it is an AND or an OR node. Propagating throughout the tree, this computation gives exactly the success probability \( p_\sigma \) of the suite \( \sigma \) at the root node.

The routine (1) can be optimised as well by cutting off hopeless cases (see Theorem 1), but it still remains worst-case exponential-time. Thus for performance reasons it is crucial to have an efficient implementation of this routine. We are using a modified version of DPLL algorithm [14] to achieve this goal. The original form of the DPLL algorithm is only concerned about satisfiability, but it can easily be upgraded to produce all the satisfying assignments as well. Note that all the assignments are not needed at the same time to compute (1), but rather one at a time. Hence we can prevent the exponential memory consumption by building a serialised version, obtaining Algorithm 1.

Algorithm 1 works recursively and besides the current Boolean formula \( \mathcal{F} \) it has two additional parameters. The set \( S \) contains the variables of which the satisfying assignments should be composed from. The set \( A \) on the other hand contains the variables already chosen to the assignments on previous rounds of recursion. As a technical detail note that the satisfying assignments are identified by the subset of variables they set to true.

The computation starts by calling \texttt{process_satisfying_assignments}(\mathcal{F}, \mathcal{X}, \emptyset). Note that Algorithm 1 does not really produce any output, a processing subroutine is called on step 1 instead. This subroutine computes \texttt{Outcome}_\sigma for the given assignment \( \sigma \) and compares it with the previous maximal outcome.

4.1 Optimisations

Even with the help of a DPLL-based algorithm, the computations of (1) remain worst-case exponential time. In order to cut off hopeless branches, we can make some useful observations.

When we consider a potential attack suite \( \sigma \) and want to know, whether it is sufficient to materialise the root attack, we will set all the elements of \( \sigma \) to true, all the others to false and evaluate the formula \( \mathcal{F} \) corresponding to the attack tree. In the process, all the internal nodes of the tree get evaluated as well (including the root node, showing whether the suite is
Algorithm 1 Processing all the satisfying assignments of a formula

Procedure process_satisfying_assignments(\(F, S, A\))

Input: Boolean CNF-formula \(F\), a subsets \(S\) of its variables and a subset \(A \subseteq X \setminus S\)

1. If \(F\) contains true in every clause then
   - Process the assignment \(A \cup T\) for every \(T \subseteq S\); return
2. If \(F\) contains an empty clause or \(S = \emptyset\) then return #no output in this branch
3. If \(F\) contains a unit clause \(\{X\}\), where \(X \in S\) then
   - Let \(F'\) be the formula obtained by setting \(X = \text{true}\) in \(F\)
   - process_satisfying_assignments(\(F', S \setminus \{X\}, A \cup \{X\}\))
   - Return
4. Select a variable \(X \in S\)
5. Let \(F'\) be the formula obtained by setting \(X = \text{true}\) in \(F\)
6. process_satisfying_assignments(\(F', S \setminus \{X\}, A \cup \{X\}\))
7. Let \(F''\) be the formula obtained by deleting \(X\) from \(F\)
8. process_satisfying_assignments(\(F'', S \setminus \{X\}, A\))
9. Return

sufficient). In Section 3, we allowed the suites \(\sigma\) to have more elements than absolutely necessary for materialising the root node, because in OR-nodes it often makes a lot of sense to try different alternatives. In AND nodes, at the same time, no choice is actually needed and achieving some children of an AND node without achieving some others is just a waste of resources.

Thus, intuitively we can say that it makes no sense to have AND-nodes with some children evaluating to true and some children to false. Formally, we can state and prove the following theorem.

Theorem 1. Let \(F\) be a Boolean formula corresponding to the attack tree \(T\) (i.e. AND-OR-tree, where all variables occur only once) and let \(\sigma\) be its satisfying assignment (i.e. an attack suite). Set all the variables of \(\sigma\) to true and all others to false and evaluate all the internal nodes of \(T\). If some AND-node has children evaluating to true as well as children evaluating to false, then there exists a satisfying assignment \(\sigma' \subseteq \sigma\) (\(\sigma' \neq \sigma\)) such that \(\text{Outcome}_{\sigma'} \geq \text{Outcome}_\sigma\).

Proof. Consider an AND-node \(Y\) having some children evaluating to true and some evaluating to false. Then the node \(Y\) itself also evaluates to false, but the set of variables of the subformula corresponding to \(Y\) has a non-empty intersection with \(\sigma\); let this intersection be \(\tau\). We claim that we can take \(\sigma' = \sigma \setminus \tau\). First it is clear that \(\sigma' \subseteq \sigma\) and \(\sigma' \neq \sigma\). Note also that \(\sigma'\) is a satisfying assignment and hence \(\sigma' \neq \emptyset\). Now consider the
corresponding outcomes:

\[ \text{Outcome}_\sigma = p_\sigma \cdot \text{Gains} - \sum_{X_i \in \sigma} \text{Expenses}_i , \]

\[ \text{Outcome}_{\sigma'} = p_{\sigma'} \cdot \text{Gains} - \sum_{X_i \in \sigma'} \text{Expenses}_i . \]

Since \( \sigma' \subset \sigma \), we have

\[ \sum_{X_i \in \sigma} \text{Expenses}_i \geq \sum_{X_i \in \sigma'} \text{Expenses}_i , \]

as all the added terms are non-negative.

Now we claim that the equality \( p_\sigma = p_{\sigma'} \) holds, which implies the claim of the theorem. Let

\[ R_\sigma = \{ \rho \subseteq \sigma : F(\rho := \text{true}) = \text{true} \} \]

and define \( R_{\sigma'} \) in a similar way. Then by (3) we have

\[ p_\sigma = \sum_{\rho \in R_\sigma} \prod_{X_i \in \rho} p_i \prod_{X_j \in \sigma \setminus \rho} (1 - p_j) , \]

\[ p_{\sigma'} = \sum_{\rho' \in R_{\sigma'}} \prod_{X_i \in \rho'} p_i \prod_{X_j \in \sigma' \setminus \rho'} (1 - p_j) . \]

We claim that \( R_\sigma = \{ \rho' \cup \tau' : \rho' \in R_{\sigma'}, \tau' \subseteq \tau \} \), i.e. that all the satisfying subassignments of \( \sigma \) can be found by adding all the subsets of \( \tau \) to all the satisfying subassignments of \( \sigma' \). Indeed, the node \( Y \) evaluates to \text{false} even if all the variables of \( \tau \) are \text{true}, hence the same holds for every subset of \( \tau \) due to monotonicity of AND and OR. Thus, if a subassignment of \( \sigma \) satisfies the formula \( F \), the variables of \( \tau \) are of no help and can have arbitrary values. The evaluation \text{true} for the root node can only come from the variables of \( \sigma' \), proving the claim.

Now we can compute:

\[ p_\sigma = \sum_{\rho \in R_\sigma} \prod_{X_i \in \rho} p_i \prod_{X_j \in \sigma \setminus \rho} (1 - p_j) = \sum_{\rho' \in R_{\sigma'}} \prod_{X_i \in \rho'} p_i \prod_{X_j \in \sigma' \setminus \rho'} (1 - p_j) = \]

\[ = \sum_{\rho' \in R_{\sigma'}} \sum_{\tau' \subseteq \tau} \prod_{X_i \in \rho' \cup \tau'} p_i \prod_{X_j \in \sigma' \setminus (\rho' \cup \tau')} (1 - p_j) = \]
\[
\sum_{\rho' \in R} \sum_{\tau' \subseteq \tau} \prod_{X_i \in \rho'} p_i \prod_{X_j \in \sigma' \setminus \rho'} (1 - p_j) \prod_{X_j \in \tau' \setminus \tau'} (1 - p_j) = \\
= \sum_{\rho' \in R} \prod_{X_i \in \rho'} (1 - p_j) \sum_{\tau' \subseteq \tau} \prod_{X_i \in \tau'} p_i \prod_{X_j \in \tau' \setminus \tau} (1 - p_j) = \\
= \sum_{\rho' \in R} \prod_{X_i \in \rho'} p_i \prod_{X_j \in \sigma' \setminus \rho'} (1 - p_j) \prod_{X_j \in \tau} \left[p_i + (1 - p_j)\right] = \\
= \sum_{\rho' \in R} \prod_{X_i \in \rho'} (1 - p_j) = p_{\sigma'},
\]

since \(\sigma \setminus (\rho' \cup \tau') = (\sigma' \setminus \rho') \cup (\tau \setminus \tau')\). The claim of the theorem now follows easily. \(\square\)

Note that Theorem 1 really depends on the assumption that \(F\) is an AND-OR-tree and that all variables occur only once. Formulae (1) and (3) together with Algorithm 1 can still be applied if the structure of the formula \(F\) is more complicated (say, a general DAG with other connectives in internal nodes), but the optimisation of Theorem 1 does not necessarily work.

This theorem allows us to leave many potential attack suites out of consideration by simply verifying if they evaluate children of some AND-node in a different way.

### 4.2 Performance

We implemented Algorithm 1 in Perl programming language and ran it on 500 randomly generated trees. The tests were ran on a computer having 3GHz dual-core Intel processor, 1GB of RAM and Arch Linux operating system.

The tree generation procedure was the following:

1. Generate the root node.
2. With probability 50% let this node have 2 children and with probability 50% let it have 3 children.
3. For every child, let it be an AND-node, an OR-node or a leaf with probability 40%, 40% and 20%, respectively.
4. Repeat the steps number 2 and 3 for every non-leaf node until the tree of depth up to 3 has been generated and let all the nodes on the third level be leaves.
5. To all the leaf nodes, generate the values of Cost, \(\pi^+\) and \(\pi^-\) as integers chosen uniformly from from the interval \([0, 1000]\), and the value of \(p\) chosen uniformly from the interval \([0, 1)\).
6. Generate the value of \textbf{Gains} as an integer chosen uniformly from the interval $[0, 1000000)$. Thus, the generated trees may in theory have up to 27 leaves. That particular size limit for the trees was chosen because the running time for larger trees was already too long for significant amount of tests.

Performance test results showing the average running times and the standard deviation of the running times of the algorithm depending on the number of leaves are displayed in Figure 2. Note that the time scale is logarithmic. The times are measured together with the conversion of the attack tree formula to the conjunctive normal form. In Figure 2 we have included the trees with only up to 19 leaves, since the number of larger trees generated was not sufficient to produce statistically meaningful results. The number of the generated trees by the number of leaves is given later in Figure 3.
5 Analysis

In this Section we provide some evaluation of our tree computations compared to the ones given by Buldas et al. [10] and within the framework of Mauw and Oostdijk [8].

5.1 Comparison with the semantics of Buldas et al.

Our main result can be shortly formulated as the following theorem.

**Theorem 2.** Let us have an attack tree $T$. Let the best attack suites found by the routines of the current paper and the paper [10] be $\sigma$ and $\sigma'$ respectively. Let the corresponding outcomes (computed using the respective routines) be $\text{Outcome}_\sigma$ and $\text{Outcome}_{\sigma'}$. The following claims hold:

1. If $\sigma = \sigma'$ then $\text{Outcome}_\sigma = \text{Outcome}_{\sigma'}$.
2. $\text{Outcome}_\sigma \geq \text{Outcome}_{\sigma'}$.

*Proof.*

1. We need to prove that if $\sigma = \sigma'$ then

   $$\text{Outcome}_{\sigma'} = p_\sigma \cdot \text{Gains} - \sum_{X_i \in \sigma} \text{Expenses}_i.$$ 

   First note that the attack suite output by the routine of [10] is minimal in the sense that none of its proper subsets materialises the root node, because only one child is chosen in every OR-node. Hence, $p_\sigma = \prod_{X_i \in \sigma} p_i$. Now consider how $\text{Outcome}_{\sigma'}$ of the root node is computed in [10]. Let the required parameters of the root node be $p'$, $\text{Gains}'$ and $\text{Expenses}'$. Obviously, $\text{Gains}' = \text{Gains}$. By looking at how the values of the attack success probability and the expected expenses are propagated throughout the tree, we can also conclude that

   $$p' = \prod_{X_i \in \sigma} p_i = p_\sigma \quad \text{and} \quad \text{Expenses}' = \sum_{X_i \in \sigma} \text{Expenses}_i,$$

   finishing the first part of the proof.

2. Since $\sigma'$ is a satisfying assignment of the Boolean formula underlying the tree $T$, we can conclude that $\sigma'$ is considered as one of the attack suite candidates in (1). The conclusion now follows directly from the first part of the proof. \qed
Theorem 2 implies that the exact attack tree computations introduced in the current paper always yield at least the same outcome compared to [10]. Thus, the potential use of the routine of [10] is rather limited, because it only allows us to get a lower estimate of the attacker’s expected outcome, whereas the upper limit would be of much higher interest. We can still say that if the tree computations of [10] show that the system is insufficiently protected (i.e. $\text{Outcome}_{\sigma'} > 0$) then the exact computations would yield a similar result ($\text{Outcome}_{\sigma} > 0$).

Following the proof of Theorem 2, we can also see that the semantics of [10] is actually not too special. Any routine that selects just one child of every OR-node when analysing the tree would essentially give a similar under-estimation of the attacker’s expected outcome.

Together with the performance experiments described in Section 4.2 we also compared the outcome attack suites produced by the routines of the current paper and [10] (the implementation of the computations of [10] was kindly provided by Alexander Andrusenko [15]). The results are depicted in Figure 3.
The graphs in Figure 3 show the number of the generated trees by the number of leaves and the number of such trees among them, for which the routine of [10] was able to find the same attack suite that the exact computations introduced in the current paper. Over all the tests we can say that this was the case with 17.4% of the trees.

5.2 Consistency with the framework of Mauw and Oostdijk

Working in a single parameter model, Mauw and Oostdijk [8] first define a set $V$ of attribute values and then consider an attribute function $\alpha : C \rightarrow V$, where $C$ is the set of elementary attacks (called attack components in [8]). In order to extend this attribution to the whole tree, they essentially consider the tree corresponding to the disjunctive normal form of the underlying Boolean formula. To obtain the attribute values of the conjunctive clauses (corresponding to our attack suites), they require a conjunctive combinator $\triangle : V \times V \rightarrow V$, and in order to get the value for the whole DNF-tree based on clause values they require a disjunctive combinator $\triangledown : V \times V \rightarrow V$. Mauw and Oostdijk prove that if these combinators are commutative, associative and distributive, all the nodes of the tree in the original form can also be given attribute values and that the value of the (root node of the) tree does not change if the tree is transformed into an equivalent form. This equivalence is denoted as $\equiv$ and it is defined by the set of legal transformations retaining logical equivalence of the underlying Boolean formulae (see [8]). The structure $(\alpha, \triangledown, \triangle)$ satisfying all the given conditions is called distributive attribute domain.

Even though the semantics used in [10,12] formally require four different parameters, they still fit into a single parameter ideology, since based on the quadruples of the child nodes, similar quadruples are computed for parents when processing the trees. However, it is easy to construct simple counterexamples showing that the computation rules of [10,12] are not distributive, one is given in the Section 2.

The computation rules presented in the current paper follow the framework of Mauw and Oostdijk quite well at the first sight. Formula (1) essentially goes through all the clauses in the complete disjunctive normal form of the underlying formula $F$ and finds the one with the maximal outcome. So we can take $V = \mathbb{R}$ and $\triangledown = \max$ in the Mauw and Oostdijk framework. However, there is no reasonable way to define a conjunctive combinator $\triangle : V \times V \rightarrow V$, since the outcome of an attack suite can not be computed from the outcomes of the elementary attacks; the phrase “outcome of an elementary attack” does not even have a meaning.
Another possible approach is to take $V = [0, 1] \times \mathbb{R}^+$ and to interpret the first element of $\alpha(X)$ as the success probability $p$ and the second element as $\text{Expenses}$ for an attack $X$. Then the disjunctive combinator can be defined as outputting the pair which maximises the expression $p \cdot \text{Gains} - \text{Expenses}$. This combinator has a meaning in the binary case and as such, it is both associative and commutative, giving rise to an obvious $n$-ary generalisation. For the conjunctive combinator to work as expected in the $n$-ary case, we would need to achieve

$$\Delta_{X_i \in \sigma} \alpha(X_i) = (p_\sigma, \Sigma_{X_i \in \sigma} \text{Expenses}_i).$$

However, it is easy to construct a formula and a satisfying assignment $\sigma$ such that constructing $p_\sigma$ from success probabilities of the descendant instances using a conjunctive combinator is not possible. For example, we can take the formula $F = X_1 \lor X_2 \land X_3$, where $X_1, X_2, X_3$ are elementary attacks with success probabilities $p_1, p_2, p_3$, respectively. Let $\alpha_1$ denote the first element of the output of $\alpha$ and let $\Delta_1$ denote the combinator $\Delta$ restricted to the first element of the pair (so $\Delta_1(X_i) = p_i$, $i = 1, 2, 3$). Then for $\sigma = \{X_1, X_2, X_3\}$ we would need to obtain

$$(p_1 \Delta_1 p_2) \Delta_1 p_3 = (\alpha_1(X_1) \Delta_1 \alpha_1(X_2)) \Delta_1 \alpha_1(X_3) = p_\sigma = p_1 + p_2 p_3 - p_1 p_2 p_3$$

for any $p_1, p_2, p_3 \in [0, 1]$, which is not possible. Indeed, taking $p_3 = 0$ we have $(p_1 \Delta_1 p_2) \Delta_1 0 = p_1$. In the same way we can show that $(p_2 \Delta_1 p_1) \Delta_1 0 = p_2$, which is impossible due to commutativity of $\Delta_1$ when $p_1 \neq p_2$.

All of the above is not a formal proof that our computations do not form a distributive attribute domain, but we can argue that there is no obvious way to interpret them as such. Additionally, if we had a distributive attribute domain then Theorem 3 with Corollary 2 of [8] would allow us to build a linear-time value-propagating tree computation algorithm, but this is rather unlikely.

However, we can still state and prove the following proposition.

**Proposition 1.** Let $T_1$ and $T_2$ be two attack trees. If $T_1 \equiv T_2$, we have $\text{Outcome}(T_1) = \text{Outcome}(T_2)$.

**Proof.** It is easy to see that the formulae (1), (2) and (3) do not depend on the particular form of the formula, but use it only as a Boolean function. Since the tree transformations defined in [8] keep the underlying Boolean formula logically equivalent, the result follows directly. \qed

In the context of [8], this is a somewhat surprising result. Even though the attribute domain defined in the current paper is not distributive (and
the main goal of Mauw and Oostdijk is still achieved. This means that the requirement for the attribute domain to be distributive in the sense of Mauw and Oostdijk is sufficient to have semantically consistent tree computations, but it is not really necessary. It would be interesting to study, whether the framework of Mauw and Oostdijk can be generalised to cover non-propagating tree computations (like the one presented in the current paper) as well.

6 Conclusions and Further Work

In this paper we introduced a computational routine capable of finding the maximal possible expected outcome of an attacker based on a given attack tree. We showed that when compared to rough computations given in [10], the new routine always gives at least the same outcome and mostly it is also strictly larger. This means that the tree computations of [10] are not very useful in practise, since they strongly tend to under-estimate attacker’s capabilities. We also proved that unlike [10], our new semantics of the attack tree is consistent with the general ideology of the framework of Mauw and Oostdijk, even though our attribute domain is not distributive. This is a good motivation to start looking for further generalisations of the framework.

On the other hand, the routines of the current paper are computationally very expensive and do not allow practical analysis of trees with the number of leaves substantially larger than 20. Thus, future research needs to address at least two issues. First, there are some optimisations possible in the implementation (e.g. precomputation of frequently needed values), they need to be programmed and compared to the existing implementations. Still, any optimisation will very probably not decrease the time complexity of the algorithm to a subexponential class. Thus the second direction of further research is finding computationally cheap approximations, which would over-estimate the attacker’s exact outcome.

As a further development of the attack tree approach, more general and realistic models can be introduced. For example, the model presented in the current paper does not take into account the possibility that the attacker may drop attempting an attack suite after a critical subset of it has already failed. Studying such models will remain the subject for future research as well.
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Abstract. In this paper we extend the standard attack tree model by introducing temporal order to the attacker’s decision making process. This will allow us to model the attacker’s behaviour more accurately, since this way it is possible to study his actions related to dropping some of the elementary attacks due to them becoming obsolete based on the previous success/failure results. We propose an efficient algorithm for computing the attacker’s expected outcome based on the given order of the elementary attacks and discuss the pros and cons of considering general rooted directed acyclic graphs instead of plain trees as the foundations for attack modelling.

1 Introduction

Attack tree (also called threat tree) approach to security evaluation is several decades old. It has been used for tasks like fault assessment of critical systems [1] or software vulnerability analysis [2, 3]. The approach was first applied in the context of information systems (so-called threat logic trees) by Weiss [4] and later more widely adapted to information security by Bruce Schneier [5]. We refer to [6, 7] for good overviews on the development and applications of the methodology.

Since their first introduction, attack trees have been used to describe attacks against various real-world applications like Border Gateway Protocol [8], SCADA protocols [9] and e-voting infrastructures [10]. Attack trees have found their place in computer science education [11] and several support tools like AttackTree+4 and SecurITree5 have been developed.

Early approaches to attack tree modelling were mostly concerned with just categorising the attacks [8] or modelling the attacker’s behaviour by one specific parameter of the attacks like the cost, difficulty or severity [5,

4 http://www.isograph-software.com/atpover.htm
5 http://www.amenaza.com/
A substantial step forward was taken by Buldas et al. [13] who introduced the idea of game-theoretic modelling of the attacker’s decision making process based on several interconnected parameters like the cost, risks and penalties associated with different elementary attacks. This approach was later refined by Jürgenson and Willemson [14, 15] and applied to the analysis of the security of several e-voting solutions by Buldas and Mägi [10].

So far, practically all the research in the field of attack trees has concentrated on what one could call a parallel model [4, 5, 3, 8, 9, 16–14, 10, 15]. Essentially, the model assumes that all the elementary attacks take place simultaneously and hence the attacker’s possible decisions based on success or failure of some of the elementary attacks are ignored. However, as noted already in [15], this model is unrealistic. In practice, the attacker is able to order his actions and try different alternative scenarios if some others fail or to stop trying altogether if some critical subset of elementary attacks has already failed or succeeded. Not risking with the hopeless or unnecessary attempts clearly reduces the amount of potential penalties and hence increases the attacker’s expected outcome.

The main contribution of this paper is to surpass this shortcoming by introducing what one could call a serial model for attack trees. We extend the basic parallel model with temporal order of the elementary attacks and give the attacker some flexibility in skipping some of them or stopping the attack before all of the elementary attacks have been tried. The other contribution is a generalisation of the attack tree approach to accommodate arbitrary rooted directed acyclic graphs, which will enable us to conveniently ensure consistency of our computations in the general framework proposed by Mauw and Oostdijk [12].

The paper is organised as follows. In Section 2 we first briefly review the basic multi-parameter attack tree model. Sections 3 and 4 extend it by introducing attack descriptions based on general Boolean functions and temporal order of elementary attacks, respectively. Section 5 presents an efficient algorithm for computing the attacker’s expected outcome of the attack tree with the predefined order of leaves. Finally, Section 6 draws some conclusions and sets directions for further work.

2 The Attack Tree Model

Basic idea of the attack tree approach is simple – the analysis begins by identifying one primary threat and continues by dividing the threat into subattacks, either all or some of them being necessary to materialise the
primary threat. The subattacks can be divided further etc., until we reach the state where it does not make sense to divide the resulting attacks any more: these kinds of non-splittable attacks are called elementary attacks and the security analyst will have to evaluate them somehow. During the splitting process, a tree is formed having the primary threat in its root and elementary attacks in its leaves. Using the structure of the tree and the estimations of the leaves, it is then (hopefully) possible to give some estimations of the root node as well. In practice, it mostly turns out to be sufficient to consider only two kinds of splits in the internal nodes of the tree, giving rise to AND- and OR-nodes. As a result, an AND-OR-tree is obtained, forming the basis of the subsequent analysis.

The crucial contribution of Buldas et al. [13] was the introduction of four game-theoretically motivated parameters for each leaf node of the tree. This approach was later optimised in [15], where the authors concluded that only two parameters suffice. Following their approach, we consider the set of elementary attacks \( \mathcal{X} = \{X_1, X_2, \ldots, X_n\} \) and give each one of them two parameters:

- \( p_i \) – success probability of the attack \( X_i \),
- Expenses\(_i\) – expected expenses (i.e. costs plus expected penalties) of the attack \( X_i \).

Besides these parameters, there is a global value Gains expressing the benefit of the attacker if he is able to materialise the primary threat.

In the parallel model of [15], the expected outcome of the attacker is computed by maximising the expression

\[
\text{Outcome}_S = p_S \cdot \text{Gains} - \sum_{X_i \in S} \text{Expenses}_i
\]

over all the assignments \( S \subseteq \mathcal{X} \) that make the Boolean formula \( \mathcal{F} \), represented by the attack tree, true. (Here \( p_S \) denotes the success probability of the primary threat.) Like in the original model of Buldas et al. [13], we assume that the attacker behaves rationally, i.e. he attacks only if there is an attack scenario with a positive outcome. The defender’s task is thus achieving a situation where all the attack scenarios would be non-beneficial for the attacker.

Our aim is to develop this model in two directions. In Section 3 we will generalise the attack tree model a bit to allow greater flexibility and expressive power of our model, and in Section 4 we will study the effects of introducing linear (temporal) order to the set of elementary attacks.
3 Attack Descriptions as Monotone Boolean Functions

Before proceeding, we briefly discuss a somewhat different perspective on attack tree construction. Contrary to the standard top-down ideology popularised by Schneier [5], a bottom-up approach is also possible. Say, our attacker has identified the set of elementary attacks $\mathcal{X}$ available to him and he needs to figure out, which subsets of $\mathcal{X}$ are sufficient to mount the root attack. In this paper we assume that the set of such subsets is monotone, i.e. if some set of elementary attacks suffices, then so does any of its supersets. This way it is very convenient to describe all the successful attacks by a monotone Boolean function $F$ on the set of variables $\mathcal{X}$.

Of course, if we have constructed an attack tree then it naturally corresponds to a Boolean function. Unfortunately, considering only the formulae that have a tree structure is not always enough. Most notably, trees can not handle the situation, where the same lower-level attack is useful in several, otherwise independent higher-level attacks, and this is clearly a situation we can not ignore in practical security analysis.

Another shortcoming of the plain attack tree model follows from the general framework by Mauw and Oostdijk [12]. They argue that the semantics of an attack tree is inherently consistent if and only if the tree can be transformed into an equivalent form without changing the value of the expected outcome. When stating and proving their result, they essentially transform the underlying Boolean formula into a disjunctive normal form, but when doing so, they need to introduce several copies of some attacks, therefore breaking the tree structure in favour of a general rooted directed acyclic graph (RDAG). Since AND-OR-RDAGs are equivalent to monotone Boolean functions, there is no immediate need to take the generalisation any further.

Thus it would be more consistent and fruitful not to talk about attack trees, but rather attack RDAGs. On the other hand, as the structure of a tree is so much more convenient to analyse than a general RDAG, we should still try to stick to the trees whenever possible. We will see one specific example of a very efficient tree analysis algorithm in Section 5.

4 Ordering Elementary Attacks

After the attacker has selected the set of possible elementary attacks $\mathcal{X}$ and described the possible successful scenarios by means of a monotone Boolean function $F$, he can start planning the attacks. Unlike the naïve parallel model of Schneier [5], the attacker has a lot of flexibility and
choice. He may try some elementary attack first and based on its success or failure select the next elementary attack arbitrarily or even decide to stop attacking altogether (e.g. due to certain success or failure of the primary threat). Such a fully adaptive model is still too complicated to analyse with the current methods, thus we will limit the model to be semi-adaptive. I.e., we let the attacker to fix linear order of some elementary attacks in advance and assume that he tries them in succession, possibly skipping superfluous elementary attacks and stopping only if he knows that the Boolean value of $\mathcal{F}$ has been completely determined by the previous successes and failures of elementary attacks.

The full strategy of the attacker will be the following.

1. Create an attack RDAG with the set of leaf nodes $\mathcal{X} = \{X_1, X_2, \ldots, X_n\}$.
2. Select a subset $S \subseteq \mathcal{X}$ materialising the primary threat and consider the corresponding subtree.
3. Select a permutation $\alpha$ of $S$.
4. Based on the subtree and permutation $\alpha$, compute the expected outcome.
5. Maximise the expected outcome over all the choices of $S$ and $\alpha$.

This paper is mostly concerned with item 4 in the above list, but doing so we must remember that when building a complete attack analysis tool, other items can not be disregarded either. Optimisations are possible, e.g. due to monotonicity there is no need to consider any subsets of attack suites that do not materialise the primary threat. Even more can be done along the lines of [15], Section 4.1, but these aspects remain outside of the scope of the current paper.

Since only one subset $S$ and the corresponding subtree are relevant in the above step 4, we can w.l.o.g. assume that $S = \mathcal{X}$. The attacker’s behaviour for permutation $\alpha$ will be modelled as shown in Algorithm 1.

Consider the example attack tree depicted in Figure 1, where we assume $\alpha = id$ for better readability.

The attacker starts off by trying the elementary attack $X_1$. Independent of whether it succeeds or fails, there are still other components needed to complete the root attack, so he tries $X_2$ as well. If it fails, we see that the whole tree fails, so it does not make sense to try $X_3$ and $X_4$. If both $X_1$ and $X_2$ have succeeded, we see that it is not necessary to try $X_3$, since $X_1$ and $X_3$ have a common OR-parent, so success or failure of $X_4$ determines the final outcome. If $X_1$ fails and $X_2$ succeeds, we need the success of both $X_3$ and $X_4$ to complete the task; if one of them fails, we stop and accept the failure.
Algorithm 1 Perform the attack

Require: The set of elementary attacks $X = \{X_1, X_2, \ldots, X_n\}$, permutation $\alpha \in S_n$ and a monotone Boolean formula $\mathcal{F}$ describing the attack scenarios

1: for $i := 1$ to $n$ do
2: Consider $X_\alpha(i)$
3: if success or failure of $X_\alpha(i)$ has no effect on the success or failure of the root node then
4: Skip $X_\alpha(i)$
5: else
6: Try to perform $X_\alpha(i)$
7: if the root node succeeds or fails then
8: Stop
9: end if
10: end if
11: end for

The expected outcome of the attack based on permutation $\alpha$ will be defined as

$$
\text{Outcome}_\alpha = p_\alpha \cdot \text{Gains} - \sum_{X_i \in \mathcal{X}} p_{\alpha,i} \cdot \text{Expenses}_i,
$$

where $p_\alpha$ is the success probability of the primary threat and $p_{\alpha,i}$ denotes the probability that the node $X_i$ is encountered during Algorithm 1. Before proceeding, we will prove that the expected outcome of Algorithm 1 does not depend on the specific form of the formula $\mathcal{F}$. This essentially gives us the compliance of our attack tree model in the framework of Mauw and Oostdijk [12]. Formally, we will state and prove the following theorem, similar to Proposition 1 in [15].

**Theorem 1.** Let $\mathcal{F}_1$ and $\mathcal{F}_2$ be two monotone Boolean formulae such that $\mathcal{F}_1 \equiv \mathcal{F}_2$, and let $\text{Outcome}^1_\alpha$ and $\text{Outcome}^2_\alpha$ be the expected outcomes obtained running Algorithm 1 on the corresponding formulae. Then

$$
\text{Outcome}^1_\alpha = \text{Outcome}^2_\alpha.
$$

**Proof.** We can observe that Algorithm 1 really does not depend on the attack description having a tree structure, all the decisions to skip or stop can be taken based on the Boolean function $\mathcal{F}$. Assume we have already fixed the results of the elementary attacks $X_{\alpha(1)}, \ldots, X_{\alpha(i-1)}$. Then we see that

- the node $X_{\alpha(i)}$ may be skipped if for all the values of $X_{\alpha(i+1)}, \ldots, X_{\alpha(n)}$ we have

$$
\mathcal{F} \left( X_{\alpha(1)}, \ldots, X_{\alpha(i-1)}, X_{\alpha(i+1)}, \ldots, X_{\alpha(n)} \right) = \text{no effect on the success or failure of the root node.}
$$
Fig. 1. An example attack tree. The left-to-right ordering of the leaf nodes in the tree represents the permutation $\alpha = \text{id}$ of the set $\mathcal{X} = \{X_1, X_2, X_3, X_4\}$.

\[
\begin{align*}
\text{Decrypt company secrets} & \\
\lor & \\
\land \quad \text{Obtain encrypted file} \quad \text{Obtain the password} & \\
\lor & \\
\land & \\
\land & \\
\land & \\
\text{Bribe the sysadmin} & \text{Break into the system} & \text{Steal the backup} & \text{Install the keylogger}
\end{align*}
\]

Thus, our serial model for attack trees follows the guidelines given in Section 3 and it really is safe to talk about Boolean functions describing the attack scenarios.

Next we will show formally that introducing order to the elementary attacks really increases the attacker’s expected outcome. Comparing (2) to (1) we get the following theorem.

\textbf{Theorem 2.} Let $\mathcal{F}$ be a monotone Boolean function on $n \geq 2$ variables describing the attack scenarios. Let $\text{Outcome}_\alpha$ be defined by (2) and let $\text{Outcome}_\mathcal{X}$ be defined by (1) for $S = \mathcal{X}$. Then we have

\[
\text{Outcome}_\alpha \geq \text{Outcome}_\mathcal{X}.
\] (3)

If for all the elementary attacks $X_i$ ($i = 1, \ldots, n$) one also has $\text{Expenses}_i > 0$, then strict inequality holds in (3).
Proof. First we note that by \[15\] we can compute the success probability of the attacker as follows:

\[
p_X = \sum_{S \subseteq \mathcal{X}} \prod_{i \in S} p_i \prod_{j \in \mathcal{X} \setminus S} (1 - p_j),
\]

where \(\mathcal{F}(S := \text{true})\) denotes evaluation of the Boolean function \(\mathcal{F}\), when all the variables of \(S\) are assigned the value true and all others the value false. This is exactly the total probability of all the successful branches of Algorithm 1 and thus \(p_X = p_\alpha\) (implying that \(p_\alpha\) is actually independent of \(\alpha\)). We also have that \(\forall i p_{\alpha,i} \leq 1\) and hence the inequality (3) follows.

Assume now that for all \(X_i\) we have Expenses\(_i > 0\). Then in order to prove that strict inequality holds in (3), we need to show that there exists such an index \(i\) that \(p_{\alpha,i} < 1\). Consider the elementary attack \(X_{\alpha(n)}\) that the attacker is supposed to try last. If there exists an evaluation of the Boolean variables \(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}\) such that

\[
\mathcal{F}\left(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}, t\right) = \mathcal{F}\left(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}, f\right),
\]

then \(X_{\alpha(n)}\) is superfluous in this scenario and hence \(p_{\alpha,n} < 1\).

If on the other hand we have

\[
\mathcal{F}\left(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}, t\right) \neq \mathcal{F}\left(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}, f\right)
\]

for all evaluations of \(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}\), then due to monotonicity of \(\mathcal{F}\) we can only have that

\[
\mathcal{F}\left(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}, f\right) = f
\]

and

\[
\mathcal{F}\left(X_{\alpha(1)}, \ldots, X_{\alpha(n-1)}, t\right) = t,
\]

implying \(\mathcal{F}(Y_1, \ldots, Y_n) \equiv Y_n\). But in this case all the elementary attacks before the last one get skipped, so \(p_{\alpha,1} = \ldots = p_{\alpha,n-1} = 0\).

Thus, introducing ordering of the elementary attacks is guaranteed to give at least as good a result to the attacker as the routine described in [15]. In the interesting case, when all attack components have positive expenses, the attacker’s expected outcome is strictly larger.
5 Computing the Expected Outcome

There are $n + 1$ parameters that need to be computed in order to find the expected outcome using the formula (2) – the total success probability $p_\alpha$ and the probabilities $p_{\alpha,i}$ that the node $X_i$ is encountered during Algorithm 1. It turns out that there is an efficient algorithm for computing these quantities provided that the given monotone Boolean function can actually be described by a tree. In what follows we will also assume that the tree is binary, but this restriction is not a crucial one.

So let us have an attack tree with the leaf nodes $X_1, \ldots, X_n$ and the corresponding success probabilities $p_i$, $i = 1, \ldots, n$. We will assume that all these probabilities are independent and consider the permutation $\alpha \in S_n$. In order to explain the algorithm, we first introduce three extra parameters to each node $Y$, namely $Y.t$, $Y.f$ and $Y.u$ showing the probabilities that the node has been proven to be respectively true, false or yet undefined in the course of the analysis. Initially, we may set $Y.t = Y.f = 0$ and $Y.u = 1$ for all the nodes and the algorithm will work by incrementally adjusting these values, so that in the end of the process we will have $R.t = p_\alpha$ for the root node $R$. Throughout the computations we will of course retain the invariant $Y.t + Y.f + Y.u = 1$ for all the nodes $Y$, hence one of these parameters is actually superfluous. In the presentation version of the algorithm we will drop the parameter $Y.u$, even though it actually plays the central role.

Going back to the high-level description of Algorithm 1, we see that the most difficult step is step 3, where the attacker is supposed to find out whether the next elementary attack in his list may have any effect on the success or failure of the root node. Elementary attack does not have any effect iff there is a node on the path from that particular leaf to the root that has already been proven to be true or false. Thus the next elementary attack should be tried iff all the nodes on this path are undefined – and this is precisely the event that gives us the required probability $p_{\alpha,i}$.

Let the path from root $R$ to the leaf $X_i$ then be $(Y_0 = R, Y_1, \ldots, Y_m = X_i)$. Thus, we need to compute the probability

$$p_{\alpha,i} = \Pr[Y_0 = u \& Y_1 = u \& \ldots \& Y_m = u] =$$

$$= \Pr[Y_0 = u | Y_1 = u, \ldots, Y_m = u] \cdot$$

$$\cdot \Pr[Y_1 = u | Y_2 = u, \ldots, Y_m = u] \cdot \ldots$$

$$\ldots \cdot \Pr[Y_{m-1} = u | Y_m = u] \cdot \Pr[Y_m = u] =$$

$$= \Pr[Y_0 = u | Y_1 = u] \cdot \Pr[Y_1 = u | Y_2 = u] \cdot \ldots$$

$$\ldots \cdot \Pr[Y_{m-1} = u | Y_m = u] \cdot \Pr[Y_m = u] \quad (4)$$
The equations
\[ \Pr[Y^k = u | Y^{k+1} = u, \ldots, Y_m = u] = \Pr[Y^k = u | Y_{k+1} = u] \]
hold due to the tree structure of our underlying RDAG and the independence assumption of the elementary attacks. In (4) we have \( \Pr[Y_m = u] = \Pr[X_i = u] = 1 \) and all the other probabilities are of the form \( \Pr[Y^k = u | Y^{k+1} = u] \). Hence, we need to evaluate the probability that the parent node \( Y^k \) is undefined assuming that one of its children, \( Y_{k+1} \), is undefined. This probability now depends on whether \( Y^k \) is an AND- or OR-node. If \( Y^k \) is an AND-node and \( Y_{k+1} \) is undefined, then so is \( Y^k \), if its other child \( Z \) is either true or undefined, which is the case with probability \( Z.t + Z.u = 1 - Z.f \). Similarly, if \( Y^k \) is an OR-node and \( Y_{k+1} \) is undefined, then so is \( Y^k \), if its other child \( Z \) is either false or undefined, which is the case with probability \( Z.f + Z.u = 1 - Z.t \).

This way, (4) gives an efficient way of computing \( p_{n,i} \) assuming that the current parameters of the internal nodes of the tree are known. Hence, we need the routines to update these as well. These routines are straightforward. If the elementary attack \( X_i \) is tried, only the parameters of the nodes on the path (\( Y_m = X_i, \ldots, Y_1, Y_0 = R \)) from that leaf to the root need to be changed. We do it by first setting \( Y_m.t = p_i, Y_m.f = 1 - p_i \) and \( Y_m.u = 0 \) and then proceed towards the root. If the node we encounter is AND-node \( A \) with children \( B \) and \( C \), we set
\[ A.t = B.t \cdot C.t , \]
\[ A.f = B.f + C.f - B.f \cdot C.f , \]
and if we encounter an OR-node \( A \) with children \( B \) and \( C \), we set
\[ A.t = B.t + C.t - B.t \cdot C.t , \]
\[ A.f = B.f \cdot C.f . \]

As noted above, we see that the quantities \( Y.u \) are actually never needed in the computations.

This way we get the full routine described as Algorithm 2.

Algorithm 2 is very efficient. In order to compute the \( n + 1 \) necessary probabilities, it makes one run through all the leaves of the tree and at each run the path from the leaf to the root is traversed twice. Since the number of vertices on such a path in a (binary) tree can not be larger than the number of leaves \( n \), we get that the worst-case time complexity of Algorithm 2 is \( O(n^2) \). If the tree is roughly balanced, this estimate
Algorithm 2 Computing the probabilities $p_{\alpha,i}$

Require: An attack tree with leaf set $\mathcal{X} = \{X_1, X_2, \ldots, X_n\}$ and a permutation $\alpha \in S_n$

Ensure: The probabilities $p_{\alpha,i}$ for $i = 1, 2, \ldots, n$

1: for all $Z \in \{X_1, \ldots, X_n\}$ do
2: $Z.t := 0$, $Z.f := 0$
3: end for
4: for $i := 1$ to $n$ do
5: Find the path $(Y_0, Y_1, \ldots, Y_m)$ from the root $Y_0 = R$ to the leaf $Y_m = X_{\alpha(i)}$
6: $p_{\alpha,\alpha(i)} := \prod_{j=1}^{m} (1 - Z_j.a)$, where $Z_j$ is the sibling node of $Y_j$ and

$$a = \begin{cases} t, & \text{if } Y_{j-1} \text{ is an OR-node,} \\ f, & \text{if } Y_{j-1} \text{ is an AND-node} \end{cases}$$

7: $X_{\alpha(i)}.t = p_{\alpha(i)}$
8: $X_{\alpha(i)}.f = 1 - p_{\alpha(i)}$
9: Update the parameters of the nodes $Y_{m-1}, Y_{m-2}, \ldots, Y_0$ according to formulae (5)–(8)
10: end for

... drops even to $O(n \log n)$. This is a huge performance increase compared to a naive algorithm that one could design based on the complete attack scenario analysis described after Figure 1 in Section 4. We studied the naive algorithm and it turns out that it is not only worst-case exponential, but also average-case exponential [17].

Of course, as noted in Section 4, Algorithm 2 is only one building block in the whole attack tree analysis. In order to find out the best attack strategy of the attacker, we should currently consider all the subsets of $\mathcal{X}$ and all their permutations. Optimisation results presented in [14] give a strong indication that a vast majority of the possible cases can actually be pruned out, but these methods remain outside of the scope of the current paper.

6 Conclusions and Further Work

In this paper we studied the effect of introducing a temporal order of elementary attacks into the attacker’s decision making process together with some flexibility in retreating of some of them. It turns out that taking temporal dependencies into account allows the attacker to achieve better expected outcomes and as such, it brings the attack tree model one step closer to the reality. This reality comes for a price of immense increase in computational complexity, if we want to compute the attacker’s exact outcome by considering all the possible scenarios in a naive way.
Thus there are two main challenges for the future research. First, one may try to come up with optimisations to the computational process and in this paper we showed one possible optimisation which works well for attack trees. The second approach is approximation. In attack tree analysis we are usually not that much interested in the exact maximal outcome of the attacker, but we rather want to know whether it is positive or negative. This observation gives us huge potential for rough estimates, which still need to be studied, implemented and tried out in practice.

In this paper we limited ourselves to a semi-adaptive model, where the attacker is bound to the predefined order of elementary attacks and may only choose to drop some of them. Fully adaptive case where the attacker may choose the next elementary attack freely is of course even more realistic, but it is currently too complicated to analyse. Our model is also non-blocking in the sense that there are no elementary attacks, failure of which would block execution of the whole tree. However, in practice it happens that when failing some attack, the attacker might get jailed and is unable to carry on. Hence, future studies in the area of adaptive and possibly-blocking case are necessary.

As a little technical contribution we also discussed the somewhat inevitable generalisation of attack trees to RDAGs, but our results also show that whenever possible, we should still stick to the tree structure. Possible optimisations of RDAG-based algorithms remain the subject for future research as well.
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Abstract. In this paper we address the problem of inefficiency of exact attack tree computations. We propose several implementation-level optimizations and introduce a genetic algorithm for fast approximate computations. Our experiments show that for attack trees having less than 30 leaves, the confidence level of 89\% can be achieved within 2 seconds using this algorithm. The approximation scales very well and attack trees of practical size (up to 100 leaves) can be analyzed within a few minutes.

1 Introduction

Structural methods for security assessment have been used for several decades already. Called \textit{fault trees} and applied to analyse general security-critical systems in early 1980-s \cite{1}, they were adjusted for information systems and called \textit{threat logic trees} by Weiss in 1991 \cite{2}. In the late 1990-s, the method was popularized by Schneier under the name \textit{attack trees} \cite{3}. Since then, it has evolved in different directions and has been used to analyze the security of several practical applications, including PGP \cite{4}, Border Gateway Protocol \cite{5}, SCADA systems \cite{6}, e-voting systems \cite{7}, etc. We refer to \cite{8, 9} for good overviews on the development and applications of the methodology.

Even though already Weiss \cite{2} realized that the attack components may have several parameters in practice, early studies mostly focused on attack trees as a mere attack dependence description tool and were limited to considering at most one parameter at a time \cite{3, 10, 11}. A substantial step forward was taken by Buldas \textit{et al.} \cite{12} who introduced the idea of game-theoretic modeling of the attacker’s decision making process based on several interconnected parameters like the cost, risks and penalties associated with different elementary attacks. This approach was later
refined by Jürgenson and Willemson by first extending the parameter domain from point values to interval estimates [13] and then by creating the first semantics for multi-parameter attack trees, consistent with the general framework of Mauw and Oostdijk [11, 14].

Even though being theoretically sound, the results of Jürgenson and Willemson are rather discouraging from an engineering point of view. Even with all the optimizations proposed in [14], they are still able to analyze the trees of at most 20 leaves in reasonable time and this may not suffice for many practical applications. Hence, the aim of this paper is to improve their results in two directions. First, we implement several additional optimizations and second, we create and test a genetic algorithm for fast approximations.

The paper is organized as follows. First, in Section 2 we will briefly define attack trees and the required parameters. Then Section 3 will explain our new set of optimizations, which in turn will be tested for performance in Section 4. Section 5 will cover our genetic algorithm and finally Section 6 will draw some conclusions.

2 Attack Trees

Basic idea of the attack tree approach is simple – the analysis begins by identifying one primary threat and continues by dividing the threat into subattacks, either all or some of them being necessary to materialize the primary threat. The subattacks can be divided further etc., until we reach the state where it does not make sense to divide the resulting attacks any more; these kinds of non-splittable attacks are called elementary attacks and the security analyst will have to evaluate them somehow.

During the splitting process, a tree is formed having the primary threat in its root and elementary attacks in its leaves. Using the structure of the tree and the estimations of the leaves, it is then (hopefully) possible to give some estimations of the root node as well. In practice, it mostly turns out to be sufficient to consider only two kinds of splits in the internal nodes of the tree, giving rise to AND- and OR-nodes. As a result, an AND-OR-tree is obtained, forming the basis of the subsequent analysis. We will later identify the tree as a (monotone) Boolean formula built on the set of elementary attacks as literals.

The crucial contribution of Buldas et al. [12] was the introduction of four game-theoretically motivated parameters for each leaf node of the tree. This approach was later optimized in [14], where the authors concluded that only two parameters suffice. Following their approach, we
consider the set of elementary attacks \( X = \{X_1, X_2, \ldots, X_n\} \) and give each one of them two parameters:

- \( p_i \) – success probability of the attack \( X_i \),
- \( \text{Expenses}_i \) – expected expenses (i.e. costs plus expected penalties) of the attack \( X_i \).

Besides these parameters, there is a global value \( \text{Gains} \) expressing the benefit of the attacker if he is able to materialize the primary threat.

3 Efficient Attack Tree Computations

Let us have the attack tree expressed by the monotone Boolean formula \( \mathcal{F} \) built on the set of elementary attacks \( X = \{X_1, X_2, \ldots, X_n\} \). In the model of [14], the expected outcome of the attacker is computed by maximizing the expression

\[
\text{Outcome}_\sigma = p_\sigma \cdot \text{Gains} - \sum_{X_i \in \sigma} \text{Expenses}_i
\]

over all the assignments \( \sigma \subseteq X \) that make the Boolean formula \( \mathcal{F} \) true. Here \( p_\sigma \) denotes the success probability of the primary threat and as shown in [14], this quantity can be computed in time linear in the number \( n \) of elementary attacks. The real complexity of maximizing (1) comes from the need to go through potentially all the \( 2^n \) subsets \( \sigma \subseteq X \). Of course, there are some useful observations to make.

- The Boolean function \( \mathcal{F} \) is monotone and we are only interested in the satisfying assignments \( \sigma \). Hence, it is not necessary to consider subsets of non-satisfying assignments.
- In [14], Theorem 1, it was proven that if for some AND-node in the attack tree the assignment \( \sigma \) evaluates some of its children as \textit{true} and others as \textit{false}, this \( \sigma \) can be disregarded without affecting the correct outcome.

We start the contributions of the current paper by additionally noting that the DPLL algorithm [15], used in [14] to generate all the satisfying assignments, introduces a lot of unnecessary overhead. The formula \( \mathcal{F} \) first needs to be transformed to CNF and later maintained as a set of clauses, which, in turn, are sets of literals. Since set is a very inconvenient data structure to handle in the computer, we can hope for some performance increase by dropping it in favor of something more efficient.
In our new implementation, we keep the formula $F$ as it is – in the form of a tree. The assignments $\sigma$ are stored as sequences of ternary bits, i.e. strings of three possible values $t$, $f$ and $u$ (standing for true, false and undefined, respectively). The computation rules of the corresponding ternary logic are natural, see Table 1.

<table>
<thead>
<tr>
<th>$&amp;$</th>
<th>$t$</th>
<th>$f$</th>
<th>$u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>$t$</td>
<td>$f$</td>
<td>$u$</td>
</tr>
<tr>
<td>$f$</td>
<td>$f$</td>
<td>$f$</td>
<td>$f$</td>
</tr>
<tr>
<td>$u$</td>
<td>$u$</td>
<td>$f$</td>
<td>$u$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lor$</th>
<th>$t$</th>
<th>$f$</th>
<th>$u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>$t$</td>
<td>$t$</td>
<td>$t$</td>
</tr>
<tr>
<td>$f$</td>
<td>$f$</td>
<td>$f$</td>
<td>$u$</td>
</tr>
<tr>
<td>$u$</td>
<td>$u$</td>
<td>$t$</td>
<td>$u$</td>
</tr>
</tbody>
</table>

Table 1. Computation rules for ternary logic

In its core, our new algorithm still follows the approach of DPLL – we start off with the assignment $[u, u, \ldots, u]$ and proceed by successively trying to evaluate the literals as $f$ and $t$. Whenever we reach the value $t$ for the formula $F$, we know that all the remaining $u$-values may be arbitrary and it is not necessary to take the recursion any deeper. Similarly, when we obtain the value $f$ for the formula $F$, we know that no assignment of $u$-values can make $F$ valid. Thus the only case where we need to continue recursively, is when we have $F = u$. This way we obtain Algorithm 1, triggered by $\text{process\_satisfying\_assignments}([u, u, \ldots, u])$.

**Algorithm 1** Finding the satisfying assignments

```
Require: Boolean formula $F$ corresponding to the given AND-OR-tree
1: Procedure $\text{process\_satisfying\_assignments}(\sigma)$
2: Evaluate $F(\sigma)$
3: if $F(\sigma) = f$ then
4:     Return;
5: end if
6: if $F(\sigma) = t$ then
7:     Output all the assignments obtained from $\sigma$ by setting all its $u$-values to $t$ and $f$ in all the possible ways;
8:     Return;
9: //reaching here we know that $F(\sigma) = u$
10: Choose $X_i$ such that $\sigma(X_i) = u$
11: $\text{process\_satisfying\_assignments}(\sigma/\{X_i := f\})$;
12: $\text{process\_satisfying\_assignments}(\sigma/\{X_i := t\})$;
```
Even though being conceptually simple, Algorithm 1 contains several hidden options for optimization. The first step to pay attention to lies already in line 2, the evaluation of $F(\sigma)$. The evaluation process naturally follows the tree structure of $F$, moving from the leaves to the root using the computation rules given by Table 1. However, taking into account Theorem 1 of [14] (see the second observation above), we can conclude that whenever we encounter a node requiring evaluation of $t \& f$ or $f \& t$, we can abort this branch of the recursion immediately, since there is a global optimum outcome in some other branch.

In the implementation, this kind of exception to evaluation is modelled as additional data type `shortcut-false` to the already existing `true`, `false` and `undefined` Boolean types. If the situation is encountered during the recursive evaluation of $F$, `shortcut-false` is returned immediately to the highest level and the entire branch of processing is dropped.

Another, somewhat more obvious optimization lies within the line 10 of Algorithm 1. Of course it would be the simplest to pick the next undefined literal randomly (or in some predefined order, which gives the same result for randomly-generated test trees). However, intuitively this approach is one of the worst possible, since the working time of the algorithm depends on the number of the generated satisfying assignments. Hence, the algorithm will be faster if we can systematically disregard larger recursive branches. This is the reason why we first assign undefined literals as $f$ on line 11 and check first, if the whole formula has become non-satisfied.

Still, a clever choice of the order of the undefined literals to specify can speed up this process even further. We implemented and tested several possible strategies.

1. Random – the next undefined literal is picked randomly.
2. Most-AND – for each undefined literal we compute the number of AND-nodes on the path from the corresponding leaf to the root and pick the ones with the highest score first.
3. Weighted-AND – the ordering routine is similar to Most-AND, but all the AND-nodes on the path do not have an equal weight. The intuition behind this approach is that when we can exclude a larger subtree, we should be able to cut off more hopeless recursion branches as well, hence it makes more sense to prefer paths with AND-nodes closer to the root. Thus we gave each node on the distance $i$ from the root the weight $1/c^i$, where $c$ is a predefined constant. In our experiments we used the values $c = 2$. For comparison, we also ran tests with $c = 0.5$. 
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Figure 1. Performance test results of different strategies for choosing undefined literals

and $c = 1$. (Not that the Most-AND strategy is equivalent to the Weighted-AND strategy with $c = 1$.)

4 Performance analysis

Somewhat surprisingly it turned out that giving more weight to the AND nodes which are closer to the root node does not necessarily help. The weighting constant $c = 0.5$ gave also very good results and in some cases better than the Weighted-2-AND strategy.

We generated random sample attack trees with 5 leaves up to 29 leaves, at least 100 trees in each group, and measured the solving time with our optimized realization and with different strategies. The results are depicted in Fig. 1.

To estimate the complexity of our algorithms, we used the least-squares method to fit a function $a^{-1} \cdot b^n$ to the running times of our best strategy method. Since there is no reasonable analytical way to establish the time complexity of our algorithm, this approach provided a quick and
easy way to estimate it. The found parameters to fit the data points of
the best solution (the (1)-AND method) optimally were $a = 109828$ and
$b = 1.71018$. Hence we can conclude that the average complexity of our
algorithm with our generated sample data is in the range of $\sim \mathcal{O}(1.71^n)$.

The average complexity estimations for all strategies were the follow-
ing:

- Random strategy – $\mathcal{O}(1.90^n)$
- Weighted-2-AND strategy – $\mathcal{O}(1.78^n)$
- Weighted-1-AND strategy – $\mathcal{O}(1.71^n)$
- Weighted-0.5-AND strategy – $\mathcal{O}(1.75^n)$

However, it should be noted that differences between the Weighted-c-
AND strategies were quite small and within the margin of error. Therefore,
no conclusive results can be given regarding the different weighting
constants. It is clear though that all the tested strategies are better than
just choosing the leaves in random.

Currently the world’s best #3-SAT problem solving algorithm by
Konstantin Kutzkov ([16]) has the worst-case complexity $\mathcal{O}(1.6423^n)$. As
#SAT problems can be parsimoniously and in polynomial time con-
tverted to the #3-SAT problems (see [17], chapter 26), we can roughly compare
our algorithm complexity and the #3-SAT problem solver complexity.

Direct comparison is however not possible for several reasons. First,
our estimate is heuristic and is based on experimental data. Second, we
are not only counting all the possible SAT solutions to the formula $F$,
but we actually have to generate many of them. At the same time, we are
using optimizations described in Section 3.

Comparison with the result of Kutzkov still shows that our approach
works roughly as well as one would expect based on the similarity of
our problem setting to #SAT. It remains an open problem to develop
more direct comparison methods and to find out whether some of the
techniques of #SAT solvers could be adapted to the attack trees directly.

5 Approximation

Even though reimplemention in C++ and various optimization tech-
niques described in Section 3 helped us to increase the performance of
attack tree analysis significantly compared to [14], we are still practically
limited to the trees having at most 30 leaves. Given the exponential na-
ture of the problem, it is hard to expect substantial progress in the exact
computations.
In order to find out, how well the exact outcome of the attack tree can be approximated, we implemented a genetic algorithm (GA) for the computations. (See [18] for an introduction into GAs.) Let us have an attack tree described by the Boolean formula $\mathcal{F}$ and the set of leaves $\mathcal{X} = \{X_1, X_2, \ldots, X_n\}$ having the parameters as described in 3. We will specify the following concepts for our GA.

**Individual**: any subset $\sigma \subseteq \mathcal{X}$. The individuals are internally represented by bitstrings of length $n$, where 1 in position $i$ means that $X_i \in \sigma$ and 0 in position $i$ means that $X_i \notin \sigma$.

**Live individual**: $\sigma \subseteq \mathcal{X}$ such that $\mathcal{F}(\sigma := t) = t$, i.e. such that the value of $\mathcal{F}$ is $t$ when all the literals of $\sigma$ are set to $t$ and all the others to $f$.

**Dead individual**: $\sigma \subseteq \mathcal{X}$ such that $\mathcal{F}(\sigma := t) = f$.

**Generation**: a set of $p$ live individuals (where $p$ is a system-wide parameter to be determined later).

**Fitness function**: Outcome$_{\sigma}$. Note that $\sigma$ must be alive in order for the fitness function to be well-defined.

**Crossover**: in order to cross two individuals $\sigma_1$ and $\sigma_2$, we iterate throughout all the elementary attacks $X_i$ ($i = 1, \ldots, n$) and decide by a fair coin toss, whether we should take the descendant's $i$th bit from $\sigma_1$ or $\sigma_2$.

**Mutation**: when an individual $\sigma$ needs to be mutated, a biased coin is flipped for every leaf $X_i$ ($i = 1, \ldots, n$) and its status (included/excluded) in $\sigma$ will be changed if the coin shows heads. Since $\sigma$ is internally kept as a bit sequence, mutation is accomplished by simple bit flipping.

In order to start the GA, the first generation of $p$ live individuals must be created. We generate them randomly, using the following recursive routine.

1. Consider the root node.
2. If the node we consider is a leaf, then include it to $\sigma$ and stop.
3. If the node we consider is an AND-node, consider all its descendants recursively going back to Step 2.
4. If the node we consider is an OR-node, flip a fair coin for all of them to decide whether they should be considered or not. If none of the descendants was chosen, flip the coin again for all of them. Repeat until at least one descendant gets chosen. Continue with Step 2.

It is easy to see that the resulting $\sigma$ is guaranteed to be live and that the routine stops with probability 1.
Having produced our first generation of individuals $\sigma_1, \ldots, \sigma_p$ (not all of them being necessarily distinct), we start the reproduction process.

1. All the individuals $\sigma_i$ are crossed with everybody else, producing $\binom{p}{2}$ new individuals.
2. Each individual is mutated with probability 0.1 and for each one of them, the bias 0.1 is used.
3. The original individuals $\sigma_1, \ldots, \sigma_p$ are added to the candidate (multi)set. (Note that this guarantees the existence of $p$ live individuals.)
4. All the candidates are checked for liveness (by evaluating $F(\sigma = t)$) and only the live ones are left.
5. Finally, $p$ fittest individuals are selected for the next generation.

The reproduction takes place for $g$ rounds, where $g$ is also a system-wide parameter yet to be determined.

Next we estimate the time complexity of our GA.

- Generating $p$ live individuals takes $O(np)$ steps.
- Creating a new candidate generation by crossing takes $O(np^2)$ steps.
- Mutating the candidate generation takes $O(np^2)$ steps.
- Verifying liveness takes $O(np^2)$ steps.
- Computing the outcomes of live individuals takes $O(np^2)$ steps.
- Sorting out the $p$ best individuals out of the $\binom{p}{2} + p$ individuals takes $O(p^2 \log p)$ steps.

Since these steps are repeated for $g$ generations, we can find the overall time complexity to be $O(gp^2(\log p + n))$.

Of course, a GA does not guarantee that the final outcome is the best one globally. To find out, how large populations and how many iterations one has to use to hit the global maximum outcome with some degree of certainty, we performed series of tests.

First we generated a sample random set of about 6000 trees (having $n = 5 \ldots 29$ leaves) and computed the exact outcome for each one of them as described in Sections 3 and 4. Next we ran our GA for population sizes $p = 5, 10, 15, \ldots, 60$ and the number of iterations $1, 2, \ldots, 200$. We recorded the average running times and attacker’s estimated outcomes, comparing the latter ones to the exact outcomes computed before.

As a result of our tests we can say that GA allows us to reach high level of confidence (say, with 90% accuracy) very fast. There are many possible reasonable choices for $p = p(n)$ and $g = g(n)$. For example, taking $p = 2n$ and $g = 2n$ allowed us to reach 89% level of confidence for all the tree sizes of up to 29 leaves (see Fig. 2). By accuracy we here
mean the ratio of the trees actually computed correctly by our GA when compared to the exact outcome.

The theoretical time complexity of our GA is in this case $O(n^4)$, which in reality required up to roughly 2 seconds for trees with less than 30 leaves on 2.33 GHz Intel Xeon processor. The same approach also enables us to process moderate size attack trees (70-80 leaves) in reasonable time (1-2 minutes). Attack trees of this size are helpful in analyzing real-life information systems and the multi-parameter attack trees can be now used in practical security analysis. The performance results for larger trees are given in Fig. 3. For each data point we generated 10 random trees and the average running times were measured for the genetic algorithm with parameters $p = 2n$ and $g = 2n$. The error bars represent the standard deviation of the average running time.

6 Conclusions and Further Work

In this paper we reviewed the method proposed by Jürgenson and Willemson for computing the exact outcome of a multi-parameter attack tree [14]. We proposed and implemented several optimizations and this allowed us to move the horizon of computability from the trees having 20 leaves (as in [14]) to the trees with roughly 30 leaves.

However, computing the exact outcome of an attack tree is an inherently exponential problem, hence mere optimizations on the implementa-
tion level are rather limited. Thus we also considered an approximation technique based on genetic programming. This approach turned out to be very successful, allowing us to reach 89% of confidence within 2 seconds of computation for the trees having up to 29 leaves. The genetic algorithm is also very well scalable, making it practical to analyze even the trees having more than 100 leaves.

When running a genetic approximation algorithm, we are essentially computing a lower bound to the attacker’s expected outcome. Still, an upper bound (showing that the attacker can not achieve more than some amount) would be much more interesting in practice. Hence, the problem of finding efficient upper bounds remains an interesting challenge for future research.

Another interesting direction is extending the model of attack tree computations. For example, Jürgenson and Willemsen have also considered the serial model, where the attacker can make his decisions based on previous success or failure of elementary attacks [19]. It turns out that finding the best permutation of the elementary attacks may turn com-
puting the optimal expected outcome into a super-exponential problem, hence the use of good approximation methods becomes inevitable in that setting.
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