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INTRODUCTION, THE AIM OF THE STUDY AND OUTLINE OF THE WORK

The modern market of photovoltaics includes mainly solar cells and panels based on the silicon photoabsorber and also on the basis of CdTe, CISe and others prospective photoabsorbers.

CISe and CdTe have attracted with the idea of cheaper processability and almost minimal amount of the physical material needed for creating structures of electronic conversion of light energy. Years of intensive labor with these materials towards and inexpensive solar energy converter have realized for now with production lines of such thin film CISe (and CdTe) devices, but on the other hand the expenses of production of the silicon based solar cells have also reduced. The fundamental advantage of CISe and CdTe is the applicability of such devices in space where usual silicon based devices tend to degrade remarkably. This means that CISe and CdTe should have a great future after the wireless energy transfer over distances in space, that would realize solar energy farms in the space, becomes reality. For having such an important value in earthly applications, a major kind of breakthrough must be accomplished to become competitive with silicon devices. At the moment the market share of thin film solar cells is about 7%. The success in achieving a bigger market share may appear because of lower installation costs. In fact costs for the installation, maintenance and site are in the same order as costs for the material and production. Thin film solar cells can be possibly integrated with various types of building materials, so reducing the prize for the site and installation.

Another type of absorber materials, those have been considered as cheap and suitable for flexible devices, are organic absorbers of conductive polymers, oligomers, organic dyes etc. For example, these materials are expected to provide the basis for the energy needs of the wearable electronics. As a combination with inorganic materials such as CdTe, CISe or Si, these materials provide the type of hybrid devices, which can be studied to broaden the understanding of principles that make a way for the creation of an efficient solar cell.

In this work an attempt is made to introduce a further development of the impedance spectroscopy (IS) method suitable for materials research for the PV applications. As a source of the data and the object of analysis there are used structures of pulsed laser deposited (PLD) and high vacuum evaporated (HVE) CuIn₃Se₅ photoabsorbers on ITO substrates with appropriate functional layers.

PLD CuIn₃Se₅ layers were prepared and partially characterized by the XRD and UV-VIS spectroscopy in the Department of Chemistry of Saint-Petersburg State University. The morphology and I-V investigation was performed in our Lab. For obtaining suitable rectifying contacts for the IS measurements and the hybrid
structure preparation, zinc phtalocyanine (ZnPc) functional layers were deposited by our group by using the HVE method.

The structures based on HVE CuIn$_3$Se$_5$ layers were prepared in our Lab by using the stoichiometric polycrystalline substrates synthesized in the Saint-Petersburg State University. As-deposited layers of the CuIn$_3$Se$_5$ were annealed in Ar atmosphere in glove box and studied by the EDS technique for elemental composition, XRD analysis for phase composition, Raman spectroscopy for the surface phase composition and SEM for the investigation of morphology and the thickness of obtained layers.

Three general ideas concerning IS were combined together to form up a calculation method that would possibly in most detail meet the needs of the photoabsorber material research.

1) Constant phase element (CPE) behavior of the impedance response is accepted as an experimental fact and the equivalent circuit used for the analysis of the IS is constructed purely of CPE elements

2) The frequency behavior of parameters of circuit elements is assumed in contrast to the ordinary constant parameter approach. This means that the circuit parameter fitting is obtained in the sliding mode of impedance analysis where the frequency range of impedance response is shrank into some minimum (about one decade of frequency) range. This range is then slide over the impedance spectrum to obtain the circuit elements frequency behavior.

3) The parameters of the CPE obtained are used to extract the resistive and capacitive properties in terms of the physically meaningful dimensions of resistance and capacitance. For this reason a general consideration is discussed according to what any CPE can be converted into two complementary CPE in series or in parallel configuration if the parameters of those complementary CPE can be fixed.

The conversion of the CPE is analyzed in terms of the comparison of the magnitudes of the two complementary CPE. For the most general approach the same idea is applied both for magnitudes and phases of the impedances of these complementary CPE, but this general situation is only highlighted her as the possible option for the further study. This approach of complementary CPE is based on the most trivial assumption according to what any impedance can be represented in terms of the single CPE with appropriate parameters. This means that a single CPE is an equivalent representation of impedance besides of $|Z|$ vs. $\phi$ and Im(Z) vs. Re(Z) representation. At the same time a circuit consisting of many CPE with different exponential parameters is a distinguishable network [52].

The results of the conversion are then tested with the help of the values of differential resistance calculated from the experimental $I$-$V$ curves. The match of the values of the differential resistance at low frequency part of the IS spectrum
calculated from the conversion and the values of the differential resistance calculated from experimental $I-V$ curves is the criterion of the falsification for the calculation method proposed here.

The similar test for the results of the capacitance calculations would be possible if coulomnometric measurements of $Q-V$ curves would be available. Instead there is used somewhat incorrect option where the high frequency capacitance is used for estimating the thickness of the structure. The thickness obtained using the value of capacitance should match with the experimental thickness reported from the scanning electron microscopy (SEM).

In such a conversion a modula CPE appears together with the pure resistance or capacitance. Such modula CPE are brought together into the modula impedance in terms of the comparison of the parallel resistance and capacitance ($RC$) impedance. The physical meaning of such a modula impedance is not discussed in this work but possibly this may be attributed to the polycrystalline nature of the structure where the physical processes of charge accumulation and current in interiors of the crystals, at contacts and surfaces of such crystals form up a unique impedance behavior.

The genesis of the proposed method is traceable in the Results and Discussions part of the work.

First, in the case of the analysis of the structure of glass/ITO/PLD CuIn$_3$Se$_5$/ZnPc, there is used the sliding mode of the IS fitting, but only purely $RC$ circuit is used even if this is clear that such a $RC$ circuit is not very good approach for the analysis.

The second step appears if the structure of newly deposited glass/ITO/HVE CuIn$_3$Se$_5$/graphite is analyzed with the help of both the admittance spectroscopy (AS) and the IS. In the analysis of IS there is used a circuit of CPE, but the sliding mode of the modeling and the CPE conversion are not used. Instead a qualitative interpretation of the results is made. For the physical parameters calculation a simple AS calculations in the form of the $C-V$ measurement interpretation is used.

Finally the structure of the aged glass/ITO/HVE CuIn$_3$Se$_5$/graphite is analyzed with all aspects proposed in the description of the method.

At the end of the discussions there is proposed a possible method for calculation of the majority carriers mobility based on the IS measurements.
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R\textsubscript{p} – resistor in parallel
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SEM – scanning electron microscopy
XRD – X-ray diffraction spectroscopy
B – parameter of difference of the constant phase element exponential factors, dimensionless

C – Capacitance, Farad
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E – proportionality parameter, dimensionless

$E_g$ – band gap, eV

$\varepsilon$ – dielectric permittivity, F/m

$\varepsilon_0$ – vacuum dielectric permittivity, F/m

$\varepsilon_s$ – relative dielectric permittivity, dimensionless

f – frequency, Hz

I – current, Amps

j – imaginary unit

L – thickness of the material segment, m

$\mu$ – charge carriers mobility, cm$^2$/Vs

$N_{n}, N_{p}, \rho$ – shallow level defect concentration, cm$^{-3}$

n, $n_1$, p, t – exponential parameter of the constant phase element, dimensionless

$\omega$ – angular frequency, rad/s

$Q, Q_1, Q_2$ – parameter of the constant phase element, \([C/(V\cdot s^{(1-p)})]\)

q – elementary charge, coulomb

R – resistance, Ohm

S – surface area of the contact, m$^2$

s – an intermediate parameter, dimensionless

$\sigma$ – conductivity, S/m

$V_{bi}$ – built in potential, Volt

w – width of the material, m
1. LITERATURE REVIEW, THE AIM OF THE STUDY AND THE
THEORY OF THE IMPEDANCE SPECTROSCOPY
CALCULATIONS

1.1. CISe MATERIAL AND CHALLENGES

CuInSe₂ was synthesized for the first time by the Hahn in 1953 [1, 3]. In 1974, this material was proposed as a photovoltaic material by the group working in Bell Laboratories [1, 2 – 4] with a power conversion efficiency of 12% for a single crystal cell. The first CuInSe₂ solar cells were made by evaporating n-type CdS onto p-type single crystals of CuInSe₂ [4]. The first thin-film CuInSe₂/CdS devices were fabricated by Kazmerski et al using films deposited by evaporation of CuInSe₂ powder along with excess Se [2, 5].

In 1980 to 1982 the Boeing Corp boosted the efficiencies of thin film solar cells obtained from a three-source co-evaporation from 5.7% [1, 6] to over 10% [1, 7]. The basic solar cell configuration implemented by Boeing provided the basis for a series of improvements that have lead to the high-efficiency technology of today. The most important improvements include the following:

1) The absorber-layer band gap was increased from 1.02 eV for CuInSe₂ to 1.1–1.2 eV by partial substitution of In with Ga, leading to a substantial increase in efficiency [2, 8]

2) The 1-2 µm thick doped (CdZn)S layer was replaced with a thin, ≤50 nm, undoped CdS and a conductive ZnO current-carrying layer [2, 9], leading to the increase of the cell current by increasing the short wavelength response.

3) Ceramic or borosilicate substrates were replaced by soda lime glass that turned out to be beneficial because of the indiffusion of the sodium from the glass [2, 10]

4) Advanced absorber fabrication processes were developed that incorporate band gap gradients that improve the operating voltage and current collection [2, 11].

This result was then surpassed in 1987 by Arco Solar with a long standing record efficiency for a thin film cell of 14.1% [1, 12]. They used the selenisation of stacked metal layers by H₂Se. The reproducibility of this achievement was poor and it took ten further years to Arco Solar (later Siemens Solar Industries in USA, now Shell Solar). In 1998 they produced the first commercially available Cu(In, Ga)Se₂ solar modules [1].

In that time many enterprises, like Global Solar and ISET in USA, joined the industry concerned about CIGSe. In Germany the Würth Solar begun the
production of CISe modules in year 2000 and they are one of the leading manufacturers today.

Then NREL demonstrated cell efficiency of 18.8% on a 0.5 cm² laboratory cell in 1999 [1, 13]. At the same time 14.7% for mini modules with an area of around 20 cm² was demonstrated by Siemens Solar [1, 14] and Angstrom Solar Centre in Sweden [1, 15]. The production lines were launched in Japan by Showa.

Almost in ten years the record efficiency has changed about 1.1%. On 24 March 2008, the NREL announced in their website a new record of 19.9% efficiency of the copper indium gallium diselenide thin film solar cell [16].

In contrast to all other solar cell technologies, the research on CIGSe has no backup from other applications of the same material. As a consequence, the body of knowledge on CIGSe is still slight compared with what is known about crystalline Si, which can draw on ample reserves of knowledge from microelectronic research.

The understanding of CISe thin films, as used in photovoltaic devices, is primarily based on studies of its base material, pure CuInSe₂ [2, 17-19].

1.2. CuIn₃Se₅ AS AN ABSORBER MATERIAL

In earlier studies there was proposed that the ordered defect compound (ODC) on the surfaces of CuInSe₂ solar cells may be the reason of the high efficiency [20, 23]. The explanation was that there is an internal p-n junction between CuInSe₂ that is of p-type and a certain ODC. This ODC was expected to be the n-type CuIn₃Se₅. In papers, published later, this idea has disappeared, and this is only reflected in literature reviews of the papers specially dedicated to the issues of CuIn₃Se₅ [1, 24].

Basically this material has been studied as an option for the ternary system of Cu(InGa)Se₂. The fact is that while the Cu(InGa)Se₂ is far most successful thin film absorber today, it does not have an optimal bandgap which is expected to lie in the range of 1.1 and 1.7 eV [24]. The CuIn₃Se₅ has been reported to have band gap values in the range from 1.20 to 1.31 eV [20, 21, 22, 36], which are distinctly different from those of CuInSe₂ (0.9–1.04 eV).

Another important property of CuIn₃Se₅ is that it is of n-type conductivity [37, 38]. This is an option for the buffer layer issues considering CdS that is recently used in the best thin film solar cells.

Besides the environmental issues of Cd, there is pointed out that there is needed a buffer layer with an higher band gap energy to minimize optical losses in the buffer [39]. A n-type CuIn₃Se₅ could offer here a possibility of using buffers of p-
type. Besides inorganic buffer layers also organic semiconductors of p-type can be used. These properties allow the possibility that the absorber of CuIn$_3$Se$_5$ can be a basis for optional photovoltaic structures not developed yet.

1.3. COMMON DEPOSITION METHODS OF THE CIS$_x$ COMPOUNDS

Two most common deposition methods are the vacuum co-evaporation method and the selenisation method [1, 24].

The co-evaporation method is the most precisely controllable method and this gives the most efficient mini-modules in the laboratory scale. In this method the elemental sources are used in the deposition and the composition is carefully tuned by controlling the deposition rates from individual elemental sources. At the same time the substrate is heated and different temperature programs are applied. This is a single step process where the material deposition and the film formation is held in one technological step. The up-scaling of this method is difficult and is far most expensive compared with other methods [1, 2, 24].

In selenisation method the stacked layers of Cu, In and Ga are deposited on a suitable substrate and then the selenisation takes place under H$_2$Se or Se and the thermal process is applied for elemental segregation. This is a two step process where the first is the step where the material is deposited and then the film formation takes place in the second step. In the production scale this method is much more favorable and there is really not much difference in the efficiencies of solar cells if compared with solar cells obtained with the co-evaporation method [1, 24].

Other two-step processes count for electrodeposition [25], thermal or electron beam evaporation [26], screen printing [27] and particle deposition [28, 1, 2]. Such precursor films are then typically reacted in either H$_2$Se or Se vapor at 400 to 500°C for 30 to 60 min to form the best device quality material. Reaction in H$_2$Se has the advantage that it can be done at atmospheric pressure and can be precisely controlled, but the gas is highly toxic and requires special precautions for its use [2]. The precursor films can also be reacted in a Se vapor, which might be obtained by thermal evaporation to form the CuInSe$_2$ film [29]. A third reaction approach is rapid thermal processing (RTP) of either elemental layers, including Se [30, 31] or amorphous evaporated Cu-In-Se layers [32].

The primary advantages of two-step processes for CuInSe$_2$ deposition are the ability to utilize more standard and well-established techniques for the metal deposition, reaction and anneal steps and to compensate for long reaction times with a batch processing mode or RTP of Se containing precursors. Composition and uniformity are controlled by the precursor deposition and can be measured
between the two steps. The biggest drawback to these processes is the limited ability to control composition and increase band gap, which may limit device and module performance. Other difficulties that must be overcome include poor adhesion and the use of hydrogen selenide, which is hazardous and costly to handle [2].

The pulsed laser deposition (PLD) is a modern application of lasers in material technology. Immediately after the high-power ruby laser became available it became clear that materials could be vaporized very easily with laser beam and this could be used for deposition of thin films. This idea was demonstrated first by Smith and Turner in 1965 [33]. The laser is used in such a deposition as a source of energy in the form of monochromatic and coherent photons. The PLD is so versatile that with the choice of an appropriate laser, it can be used to grow thin films of any kind of material [34]. Unlike ions or electrons, laser beams are much easier to transport and manipulate. Since laser interaction with gas-phase species is relatively weak, the dynamic range of deposition pressures is the largest compared to virtually any deposition process. The ability of the technique to reproduce the target composition with relative ease under the appropriate conditions is one of the key features. The spatial confinement of the laser-target interaction and the subsequent confined evaporant make this an inherently clean process unlike many other evaporation processes, where the evaporant tends to become in contact with various surfaces inside the chamber, thereby contributing to the contaminants in the film.

One of the major concerns regarding PLD in the early stages has been the ability of scaling up the process to cover large areas. Another concern is the capital cost of the laser [34].

The material deposition and the film formation can be completed in a single step in the vacuum chamber. The film composition can be tuned in some extent by controlling the energy of the laser pulses, but basically the precursor material must be optimized before the deposition.

The thermal evaporation or vacuum evaporation or the high vacuum evaporation (HVE) is one of the oldest techniques for depositing thin films, but it is still widely used in laboratory and industry for depositing metal and metal alloys [35]. It is one of the most common methods of physical-vapor deposition (PVD) together with e-beam evaporation, plasma spray deposition and sputtering [51]. Evaporation occurs when the source is heated above its melting point or till sublimation point in an evacuated chamber. The evaporated atoms then travel at high velocity in straight-line trajectories. The source can be evaporated by resistance heating, by radio frequency heating, or with a focused electron beam. The elemental or stoichiometric precursors can be used. The material deposition and the film formation can be completed in a single step in a vacuum chamber. The advantage of such a method is that virtually any compound which does not degrade
during evaporation can be deposited. On the other hand an appropriate vacuum system is essential for obtaining good results.

1.4. IS MEASUREMENTS AND INTERPRETATIONS

Commonly there are two main approaches for IS data available with the use of variety of devices capable for the measurement of the impedance frequency response.

The first approach is called an impedance spectroscopy and it uses an electrical circuit analysis of the objects under discussion. This approach introduces circuits with many (two or three and more) circuit elements that model the electrical impedance in the frequency range available in the measurement. Parameters of these circuit elements are usually constants that do not depend on frequency. This practice is widely used by many groups and in many areas of the electrical research. One of the most prominent books on this approach is compiled by E. Barsoukov and J. Ross Macdonald [40]. The Non-linear Least Squares Fitting is used as a mathematical method for finding the best match of the parameters and the experimental impedance data.

The second approach is called an admittance spectroscopy. This uses also electrical circuits for modeling the impedance response but here complex circuits are not used. Instead circuits of two or three elements are used. The parameters of these circuits are then calculated for every measurement frequency using the analytical solutions that relate the measured impedance with two parameters of the circuit elements.

More commonly this approach was widely used in earlier practice of impedance measurements when fully automated impedance spectrometers were not common and acquisition of data from extensive ranges of frequency was very tedious, if not impossible.

At the same time the admittance spectroscopy is very useful for semiconductor investigations and many researchers on the field of solar cell research are using the admittance spectroscopy as the tool for predicting majority carriers profiles [41, 42], for studying deep level defects concentrations, deep level defects energy states in the band gap [43–46], surface charge properties and concentrations [46], and majority carriers mobilities [47].

In both cases the parameters fitted to the spectra or calculated from the spectra are then analyzed using suitable physical models. A well adopted approach in the field of the research of the solar cells is that the frequency dependencies of circuit elements like capacitance are analyzed using modeling programs together with
complementary data from other types of measurements. A SCAPS program may be here as an example [48].

The third approach as an option of analyzing impedance data is somewhat less exploited. This approach is based on the concept of the distribution of the relaxation times. In this approach a system is studied as a kind of superposition of processes that give rise to various relaxation patterns and relaxation times. In contrast to the nonlinear least squares curve fit of equivalent circuit models, there is made no a priori choice of the equivalent circuit. Only after the superposition of processes and relaxation times is resolved, the equivalent circuit can be concluded from such an interpretation. The paper of H. Schichlein et al [49] is here an example describing such an approach.

In this work there is used a method that combines the first approach of complex circuits and the second approach there the circuit elements are dependent on the frequency of the measurement signal. This means that the parameters of the complex circuit are calculated in the “sliding mode”. In such a calculation the frequency range is diminished so that impedance results obtained only for one decade or less of frequency are used. This “window” of frequency is then slide over the entire range of frequencies. In every single position of the modeling process, a set of parameters is obtained and a characteristic frequency is calculated as a medium frequency in that range. A suitable fitting algorithm can be used here for finding the parameter set as in the ordinary complex circuit impedance analysis.

This approach tries to unite two apparent circumstances of the impedance phenomena: the parameters frequency dependence and the complexity of the circuit configuration

1.5. ELEMENTS OF THE CIRCUIT OF INTERPRETATION

Physical models, that can be applied to structures studied with the help of IS, can make use of parameters like resistance, capacitance and inductance. There also exist physical models of diffusion which do make use of various Warburg-like resistances [50].

As a generalization for a resistance, capacitance, inductance and semi infinite Warburg, there is a term coined as a constant phase element (CPE) and this leaves resistance, capacitance etc as a special cases.

In the practice of IS modeling there is very frequently observed a CPE behavior [51, 52]. There are also plenty of empirically constructed hypothesizes about the origin of the CPE behavior and this is a topic of controversy [53-56].
In this work an attempt is made there the general CPE behavior is subtracted into parallel or series connection of special CPE (capacitance or resistance) and a certain modula CPE.

It is worth of mentioning the official statement of IUPAC concerning the impedance modeling with equivalent circuits: “it is definitely wrong to analyze experimental impedance data by just fitting it to an equivalent circuit” [57].

1.6. CALCULATIONS OF A CAPACITANCE VALUES USING CPE

As it is known the impedance of the CPE is given by a formula

$$Z_{CPE} \equiv \frac{1}{(j \cdot \omega)^p \cdot Q} \quad (1.6.1)$$

[51], where $j$ is the imaginary unit, $\omega$ is the angular frequency [rad/s], $p$ is an unitless parameter what can have values in the range of -1 to 1, $Q$ is a positive parameter with the dimension depending on the value of $p$ [C/(V·s$^{(1-p)}$)].

If $p = 1$, then $Q$ has a dimension of capacitance (C/V·s$^0$). Also, if $p = 0$, then $Q$ has a dimension of conductance (C/V·s$^1$). Finally, if $p = -1$, then $Q$ has a dimension of reversed inductance (C/V·s$^2$).

From the dimensional analysis it concludes that

$$C \left[ \frac{C}{V \cdot s^0} \right] \equiv Q \left[ \frac{C}{V \cdot s^{(1-p)}} \right] \cdot [s^{(1-p)}] \equiv Q \cdot \left( \frac{1}{f} \right)^{(1-p)} \quad (1.6.2)$$

$$R \left[ \frac{V \cdot s^1}{C} \right] \equiv Q^{-1} \left[ \frac{V \cdot s^{(1-p)}}{C} \right] \cdot [s^p] \equiv Q^{-1} \cdot \left( \frac{1}{f} \right)^p \quad (1.6.3)$$

$$L \left[ \frac{V \cdot s^2}{C} \right] \equiv Q^{-1} \left[ \frac{V \cdot s^{(1-p)}}{C} \right] \cdot [s^{(1+p)}] \equiv Q^{-1} \cdot \left( \frac{1}{f} \right)^{(1+p)} \quad (1.6.4)$$

there $f$ is a frequency of the measurement signal (Herz), $C$ is capacitance, $R$ is resistance, $L$ is inductance and the terms in square brackets refer to dimensions of corresponding quantities.

Every CPE has impedance consisting of real and imaginary part which can be found using the formula of Moivre

$$Z_{cpe} \equiv (j \cdot \omega)^{-p} \cdot Q^{-1} \equiv \omega^{-p} \cdot Q^{-1} \left[ \cos\left(\frac{\pi}{2} \cdot -p\right) + j \cdot \sin\left(\frac{\pi}{2} \cdot -p\right) \right]$$

$$\equiv \omega^{-p} \cdot Q^{-1} \left[ \cos\left(\frac{\pi}{2} \cdot p\right) - j \cdot \sin\left(\frac{\pi}{2} \cdot p\right) \right] \quad (1.6.5)$$
and thus a single certain CPE can be converted into two arbitrarily chosen CPE in series or in parallel configuration if one equals the real and the imaginary parts of the corresponding configuration with the real and imaginary parts of the initial CPE (Fig. 1.6.1).

Fig. 1.6.1. Transformation of the CPE impedance or admittance into series (a) or parallel (b) configuration of two CPE-s (This transformation is invariant and reversible if the exponential parameters of the two new CPE-s can be fixed)

In purposes of this study it is important to choose these two CPE so that a capacitance could be calculated. For that reason it is reasonable to choose one of the two CPE’s as a CPE with $p=1$ in order to have a $Q$ with the dimension of capacitance (C/V·s$^0$) (the exponential term of the second CPE is designated $n$ here and further). The value of the $n$ of the other CPE is not known a priori and possibilities of predicting this value must be found out.

In this work only the conversion into the parallel configuration of two CPE’s is considered, but the same principles apply equally to the series configuration of two CPE’s and similar results can be obtained there.

For such a conversion two equations are available that are derived from the equalities of the corresponding real and imaginary parts.

\begin{align}
\omega^{-p} \cdot Q^{-1} \cdot \cos\left(\frac{\pi}{2}p\right) &= \frac{Q_1\left(\omega \cdot \cos\left(\frac{\pi}{2}n\right)\right)}{\left[Q_1\left(\omega \cdot \cos\left(\frac{\pi}{2}n\right)\right)\right]^2 + \left[Q_1\left(\omega \cdot \sin\left(\frac{\pi}{2}n\right)\right) + \omega \cdot C\right]^2} \\
\omega^{-p} \cdot Q^{-1} \cdot \sin\left(\frac{\pi}{2}p\right) &= \frac{Q_1\left(\omega \cdot \sin\left(\frac{\pi}{2}n\right)\right) + \omega \cdot C}{\left[Q_1\left(\omega \cdot \cos\left(\frac{\pi}{2}n\right)\right)\right]^2 + \left[Q_1\left(\omega \cdot \sin\left(\frac{\pi}{2}n\right)\right) + \omega \cdot C\right]^2}
\end{align}

(1.6.6)
In these equations \( C \) is a capacitance, \( n \) and \( Q_1 \) are the parameters of the second CPE.

These equations can be simplified while combining with each other and using trivial trigonometric identities and solved together to find solutions for \( C \) and \( Q_1 \). In this work the calculation package of symbolic solver of Mathcad 13 was used to obtain a solution in the symbolic form.

As the value of \( n \) is not known and can be in principle change in the range of -1 to +1, \( C \) and \( Q_1 \) cannot be predicted adequately. To overcome this problem and to give a possible solution to this problem there can be introduced an additional general identity.

For that reason we compare modules of those two new CPE impedances. It is trivial that at every frequency the relationship holds:

\[
(E \cdot \omega \cdot C)^2 = Q_1^2 \left[ \left( \frac{n}{\omega} \cdot \cos \left( \frac{\pi}{2} n \right) \right)^2 + \left( \frac{n}{\omega} \cdot \sin \left( \frac{\pi}{2} n \right) \right)^2 \right]
\]

(1.6.8)

that can further simplified to the form

\[
E \cdot \omega \cdot C = Q_1 \cdot \omega^n
\]

(1.6.8a).

This equation contains a proportionality coefficient \( E \) what simply states the fact that these two modules are linearly proportional.

Using the Eq. 1.6.8a together with Eqs. 1.6.6 and 1.6.7 a solution can be obtained in symbolic form for \( C, Q_1 \) and \( n \).

While introducing the third equation, the fourth parameter \( E \) was also introduced and this parameter is also unknown.

But this parameter of \( E \) can be studied analytically and evaluated using the symbolic results obtained for \( C, Q_1 \) and \( n \).

The solution of this equation system of three equations contains 8 sets of results for \( C, Q_1 \) and \( n \).

As an example and a ground for the analysis there is given one of these solutions for \( n, C \) and \( Q_1 \), what turned out to be most appropriate for further calculations:

\[
n = \frac{\text{atan2} \left( \frac{P_1 \cdot P_2 - 1}{P_1 P_2 - 1} \right)}{\pi}
\]

(1.6.9),

where

\[
P_1 = \frac{1}{2(1 + s^2)} \quad \text{(1.6.9a)} \quad \text{and} \quad P_2 = 2s + 2 \left( \frac{1}{E^2} + s^2 \cdot E^2 \right)^{\frac{1}{2}}
\]

(1.6.9b).

\[
Q_1 = \frac{e^{-2 \cdot \cdot p \cdot \ln(\omega)}}{s^2 + e^{-2 \cdot \cdot p \cdot \ln(\omega)}} \cdot \frac{M \cdot Q}{(E + 1) \cdot (E - 1) \cdot e^{\ln(\omega) \cdot n}}
\]

(1.6.10)
\[ C = \frac{-1}{e^{(-2) \cdot p \cdot \ln(\omega)} \cdot s^2 + e^{(-2) \cdot p \cdot \ln(\omega)} \cdot M \cdot \frac{Q}{(E+1)(E-1)\cdot \omega}} \] (1.6.11),

where

\[ M = \left[ e^{(-2) \cdot p \cdot \ln(\omega)} \left( \frac{2}{s^2 + 1} \right) \left( \frac{2}{s^2 - E^2 + s^2} - 2s \cdot \left( \frac{2}{s^2 \cdot E^2 + E^2 - 1} \right)^{\frac{1}{2}} - 1 + E^2 \right) \right]^{\frac{1}{2}} \] (1.6.12)

and

\[ s = \tan \left( \frac{\pi}{2} \cdot p \right) \] (1.6.13)

Function of atan2(x, y) is a definition of the Mathcad 13 calculation suit for arctan(y/x). Eqs. 1.6.9 to 1.6.13 represent precisely (there are different signs in basic parameter blocks) all 8 solutions in their basic constituents. It is clear that values for \( n \), \( Q \), and \( C \) can be obtained only then the conditions of discriminants are fulfilled.

The last coefficient of the parameter \( C \), represents an \( E \) dependent discriminant that is the same in all solutions and study of this discriminant can reveal the range of \( E \) values there \( Q \), \( C \) and \( n \) can have real values. Most obviously this coefficient contains another discriminant (designated as \( D_1 \) in Fig. 1.6.2) which must be studied as an equation of

\[ s^2 \cdot E^2 + E^2 - 1 = 0 \]

Taking into account that the coefficient of

\[ e^{(-2) \cdot p \cdot \ln(\omega)} \left( \frac{1}{s^2} \right) \]

has always a positive value if \( s \) is real, the solution of this equation gives that \( C \) can have real values only if

\[ E \geq \frac{-1}{\frac{1}{2} \left( \frac{1}{s^2} \right)^2}, E \leq \frac{-1}{\frac{1}{2} \left( \frac{1}{s^2} \right)^2}. \]

Now this coefficient of \( M \) (Eq. 1.6.12) can be studied as an equation of \( D_2 \) (Fig. 1.6.2)

\[ s^2 \cdot E^2 + s^2 - 2s \left( \frac{2}{s^2 \cdot E^2 + E^2 - 1} \right)^{\frac{1}{2}} - 1 + E^2 = 0 \]
The solution of it gives that \( M = 0 \) if \( E = \pm 1 \). The further investigation of this equation reveals that at \( E = \pm 1 \) this function has a global minimums and also at \( E = 0 \) it has a discontinuity point. All these conditions together show that \( C \), is predicted in two ranges

\[
-\infty < E \leq \frac{-1}{1 + s^2} \quad \text{and} \quad \infty > E \geq \frac{1}{1 + s^2}
\]

Fig. 1.6.2. Investigation of discriminant functions of \( C \), if \( s = \tan \left( \frac{\pi}{2} \cdot 0.8 \right) \) (\( D_1 \) is the first discriminant function inside the second discriminant function \( D_2 \))

The results of the study of discriminants \( D_1 \) and \( D_2 \), for the situation when \( s = \tan \left( \frac{\pi}{2} \cdot 0.8 \right) \), are graphically represented on Fig. 1.6.2.

From the Eq. 1.6.9 there is also clear that \( E \neq 0 \). Also from Eqs. 1.6.11 and 1.6.12 there is clear that \( E \neq \pm 1 \).

Taking into account all these restrictions and also noting that \( E \) can have physically only positive values we must conclude that \( Q, C \) and \( n \) can have real values in two ranges of \( E \) values, namely
\[ \frac{1}{(s^2 + 1)^2} \leq E < 1 \]  
(1.6.14a)

and

\[ 1 < E < \infty \]  
(1.6.14b)

Obviously the condition 1.6.14a holds then the admittance module of \( C \) is greater than the module of the second CPE. Condition of 1.6.14b holds otherwise.

Further study of these 8 solutions show that only one of these equations gives physically reasonable results if values of \( E \) are changed according to the result of Eq. 1.6.14a. 4 solutions of all 8 give identical results and pass the test with initial CPE impedance if

\[ E = \frac{1}{\left(\frac{1}{2} + s\right)^2} \]  
(1.6.14c).

In calculations of capacitance only two solutions, give adequate results according to the whole range of Eq. 1.6.14a and one of them is used in further calculations. The decision was made upon how do results of capacitance behave if \( E \) approaches 1. In one of these solutions there is no limit for the capacitance value and it tends to increase infinitely while the other capacitance according to the second such a solution has a limiting value that cannot be exceeded. In our data no solution passed the test of comparing the initial impedance with newly calculated CPE values if the \( E \) values were chosen greater than 1.

Finally it is possible to solve the initial system of Eqs. 1.6.6, 1.6.7 and 1.6.8a in a special situation then \( E=1 \). Then there can be obtained a symbolic result consisting only of two solutions for \( C, Q_1 \) and \( n \) that are rather compact in form:

\[ n = 2 \frac{1}{\pi} \frac{\text{atan2} \left( \frac{2 - s}{s^2 + 1}, \frac{s^2 - 1}{s^2 + 1} \right)}{2} \]  
(1.6.15)

\[ Q_1 = \frac{1}{2} \frac{1}{e^{-2 - p \cdot \ln(\omega)}} \left[ \int e^{-2 - p \cdot \ln(\omega)} \left( \frac{s^2}{s^2 + 1} \right) \right] \frac{1}{s \cdot \omega} \]  
(1.6.16)

\[ C = \frac{1}{2} \frac{1}{e^{-2 - p \cdot \ln(\omega)}} \left[ \int e^{-2 - p \cdot \ln(\omega)} \left( \frac{s^2}{s^2 + 1} \right) \right] \frac{1}{s \cdot \omega} \]  
(1.6.17)
These two solutions have the same expression for \( n \) but are opposite in sign for \( Q_1 \) and \( C \).

Only one solution, namely the solution given here with Eqs. 1.6.15, 1.6.16 and 1.6.17, succeeds the test of comparison with the impedance of the initial CPE. On the other hand, values obtained with Eqs. 1.6.15, 1.6.16 and 1.6.17 represent limiting values of Eqs. 1.6.9, 1.6.10 and 1.6.11 respectively if \( E \to 1 \).

In the limit there

\[
\lim_{E \to 1} \frac{1}{C, n, Q_1, \frac{1}{\left(s^2 + 1\right)^2}}
\]

Eqs. 1.6.9, 1.6.10, and 1.6.11 transform into formulas

\[
\begin{align*}
\arctan\left(\frac{1}{s}\right) & = (-2) \cdot \frac{\pi}{\pi} \quad (1.6.18), \\
Q_1 & = Q_1 \left. \frac{e^\omega p^{-n}}{s} \right. \quad (1.6.19), \\
C & = \left(1 + \frac{2}{s}\right)^2 - e^\omega \frac{p^{-1} Q}{s} \quad (1.6.20)
\end{align*}
\]

respectively.

Taking into account these, one must conclude that Eq. 1.6.14a and 1.6.14b have a final form of

\[
1 \leq E \leq 1 \quad (1.6.14d) \quad \text{and} \quad 1 \leq E < \infty \quad (1.6.14e).
\]

In case of depletion capacitance calculations and according to the Eq. 1.6.8a it is quite reasonable that \( E \) is less or equal than 1 because deviations from pure capacitive behavior are not expected to be too significant and so the admittance module of capacitance should exceed the module of a second CPE which physical origin is not clear here. The finding that test calculations succeed only if \( E \) values are chosen using the condition of Eq. 1.6.14d gives a support to the consideration that really the admittance modulus of capacitance is greater (or equal) than the admittance modulus of the second CPE. It must be noted that the forms of 1.6.14d and 1.6.14e are such that these two regions of \( E \) can be united into one. Still this is not possible according to the test calculations. This is probably due to the arguments of the \( \text{atan2}(x, y) \) function (\( \text{arctan}(y/x) \) function). This term is sensitive
respect to value of \( s \) (Eq. 1.6.13) and because of that can be either positive or negative. This question is unclear and there is only possible to rely on results obtained then testing the data that were obtained when modeling the results of measurements. These test show that there are two regions according to Eq. 1.6.14d and Eq. 1.6.14e that are not useable at least at the same time and in some reason must be separated from each other.

These considerations make it possible to estimate the values of capacitance from the initial CPE impedance which were obtained by fitting procedure and to calculate these capacitance values while using a suitable solution of the equation system consisting of Eqs. 1.6.6, 1.6.7, and 1.6.8a. At the same time it must be taken into account that the coefficient \( E \) can be possibly any value in the range described by Eq. 1.6.14d.

This means that without additional evidences about the system it is not possible to make precision calculations of capacitance but there is possible to estimate a range of capacitance values that are possible.

1.7. CALCULATIONS OF A RESISTANCE VALUES USING CPE

1.7.1. TRANSFORMATION OF THE RESISTANCE-LIKE CPE INTO THE SERIES CONNECTION OF THE RESISTOR AND THE MODULA CPE

Here the initial CPE is transformed into the series connection of the simple resistance \( R \) and a modula CPE (Fig. 1.6.1 a). Similarly to the previous chapter a system of corresponding equations together with the additional relationship about comparing magnitudes of the impedances of resistance \( R \) and modula CPE is arranged:

\[
\omega p^{-\frac{1}{2}} \cdot \cos \left( \frac{\pi}{2} \cdot p \right) = \frac{R \left( \omega^n \cdot Q \right)}{\omega^n \cdot Q} + \cos \left( \frac{\pi}{2} \cdot n \right) \quad (1.7.1.1), \\
\omega p^{-\frac{1}{2}} \cdot \sin \left( \frac{\pi}{2} \cdot p \right) = \frac{\sin \left( \frac{\pi}{2} \cdot n \right)}{\omega^n \cdot Q} \quad (1.7.1.2) \text{ and} \\
E \cdot R = \frac{1}{\omega^n \cdot Q} \quad (1.7.1.3).
\]

The symbolic solver of Mathcad 13 gives a result with 16 solutions for the values of \( R, Q, \) and \( n \):

29
\[
n = \frac{\arctan \left( \frac{P_3}{E \cdot s} \cdot \frac{1 + P_1 \cdot P_3}{E} \right)}{\pi} \]  
\text{(1.7.1.4)},

\[
Q_1 = \frac{1}{e^{(-2) \cdot p \cdot \ln(\omega) \cdot s^2 + e^{(-2) \cdot p \cdot \ln(\omega)}}} \cdot \frac{M \cdot Q}{E \cdot e^{n \cdot \ln(\omega)}} \]  
\text{(1.7.1.5)} \text{ and } 
\[
R = \frac{e^{(-2) \cdot p \cdot \ln(\omega) \cdot s^2 + e^{(-2) \cdot p \cdot \ln(\omega)}}}{\pi} \cdot \frac{1}{2} \]  
\text{(1.7.1.6)},

where

\[
P_3 = (-2) \cdot s^2 + 2 \left( \frac{2}{s^2} \cdot E^2 - s^2 \right)^2 \]  
\text{(1.7.1.4a)},

\[
M = \left[ e^{(-2) \cdot p \cdot \ln(\omega)} \left( \frac{2}{s^2} + 1 \right) \right] \left[ \frac{1}{2} \cdot \left( 2 \cdot s^2 - s + E^2 + 1 + 2 \left( s^2 \cdot E^2 + s^2 - s \right)^2 \right) \right] \]  
\text{(1.7.1.7)}

and the P1 is defined as earlier.

The study of the inner discriminant in C, shows that C can have real values only if

\[
\frac{-1}{2} \cdot s \leq E \leq \frac{1}{2} \cdot s
\]

\[
\left( \frac{s^2 + 1}{2} \right)^2 \text{ and } \left( \frac{s^2 + 1}{2} \right)^2 \]  
\text{(1.7.1.8)},

where \( s \) is a negative number (Eq. 1.6.13 with the \( p \) negative).

Because \( E \) can be only positive, the first of these two equations can be used if \( s \) is negative and the second can be used if otherwise. If \( E=1 \), equations for \( n, Q_1 \), and \( R \) have a form

\[
n = \frac{\arctan \left( \frac{-\left( \frac{s^2 - 1}{s^2 + 1} \right) \cdot \frac{2}{s^2 + 1} \cdot \frac{s}{s^2 + 1}}{\pi} \right)}{\ln(\omega)} \]  
\text{(1.7.1.9)},
\[
Q_1 = \frac{\sqrt{\frac{2}{\tan^{-1}\left(-\frac{s^2 - 1}{s^2 + 1}\right)}}^2}{\sqrt{\left(1 - e^{(-2)\cdot \ln(\omega)}\cdot s^2 + e^{(-2)\cdot \ln(\omega)}\right)}} \quad \pi \quad (1.7.1.10)
\]

and
\[
R = \frac{1}{2} \left[\frac{e^{(-2)\cdot \ln(\omega)}\cdot s^2 + e^{(-2)\cdot \ln(\omega)}}{Q}\right]^2
\]

respectively.

If
\[
E = \frac{-1}{s^2 + 1} \quad (1.7.1.8a),
\]

the solution for the \(n\), \(Q_1\) and \(R\) has a form
\[
n = 2\sqrt{-1} \quad \tan^{-1}\left(-\frac{1}{K^2 - s}, \frac{1}{\pi}\right) \quad (1.7.1.12),
\]

\[
Q_1 = \frac{\sqrt{\frac{2}{\tan^{-1}\left(-\frac{s^2 - 1}{s^2 + 1}\right)}}^2}{\sqrt{\left(1 - e^{(-2)\cdot \ln(\omega)}\cdot s^2 + e^{(-2)\cdot \ln(\omega)}\right)}} \quad \pi \quad (1.7.1.13) \text{ and}
\]

\[
R = \frac{\left(K^2 - s^2 + K\right)}{Q} \quad (1.7.1.14),
\]

where
\[
K = e^{(-2)\cdot \ln(\omega)} \quad (1.7.1.15).
\]
Study of the 8 solutions shows that the special solution in the form of Eq. 1.7.1.4-1.7.1.7 is the only solution that is applicable in the range of
\[-1 \leq E < \infty \]

\[
\left( \frac{2}{s^2 + 1} \right)^2 \tag{1.7.1.8b},
\]
while other solutions do not meet the test with initial CPE. Study of these solutions show that if \( E \to \infty \) then \( R \to 0 \) while \( Q_1 \to Q \) and \( n \to p \). There is also another solution available in the range of
\[-1 \leq E \leq 1 \]

\[
\left( \frac{2}{s^2 + 1} \right)^2 \tag{1.7.1.8c}
\]
but values of \( n \) are very exotic in this case (-2) if \( E \neq E_{\text{min}} \) there \( E_{\text{min}} \) is calculated using Eq. 1.7.1.9a. Accordingly it is preferential that Eqs. 1.7.1.4-1.7.1.7 are used in the range given by Eq. 1.7.1.8b or even in range given by Eq. 1.7.1.8c.

### 1.7.2. Transformation of the Resistance-Like CPE into the Parallel Connection of the Resistor and the Modula CPE

Here the initial CPE is transformed into the parallel connection of the simple resistance \( R \) and a modula CPE (Fig. 1.6.1 b). Similarly to the previous chapter a system of corresponding equations together with the additional relationship about comparing magnitudes of the admittances of the resistance \( R \) and the modula CPE is arranged:

\[
\omega^{-p} Q^{-1} \cos \left( \frac{\pi}{2} \cdot p \right) = \frac{1}{R + Q_1 \omega^n \cos \left( \frac{\pi}{2} \cdot n \right)} \left( \frac{1}{R + Q_1 \omega^n \cos \left( \frac{\pi}{2} \cdot n \right)} + \left( Q_1 \omega^n \sin \left( \frac{\pi}{2} \cdot n \right) \right)^2 \right) \tag{1.7.2.1},
\]

\[
\omega^{-p} Q^{-1} \sin \left( \frac{\pi}{2} \cdot p \right) = \frac{Q_1 \omega^n \sin \left( \frac{\pi}{2} \cdot n \right)} \left( \frac{1}{R + Q_1 \omega^n \cos \left( \frac{\pi}{2} \cdot n \right)} + \left( Q_1 \omega^n \sin \left( \frac{\pi}{2} \cdot n \right) \right)^2 \right) \tag{1.7.2.2}
\]

\[
E_1 = \frac{1}{R} \cdot Q_1 \omega^n \tag{1.7.2.3}.
\]
A symbolic solver of Mathcad 13 gives a result with 16 solutions for the values of \( R, Q, \) and \( n \):

\[
n = \frac{2}{\pi} \text{atan2}
\left(
\frac{P_1 - \frac{P_3}{E} - \frac{1 + P_1 \cdot P_3}{E}}{E}
\right)
\]  

(1.7.2.4),

\[
Q_1 = \frac{\frac{1}{R} \cdot \frac{1}{\omega} \cdot \frac{1}{n}}{E}
\]  

(1.7.2.5) and

\[
R = \frac{1}{s^2 + 1} \left[ \left( \frac{2}{s^2 + 1} \right) - \text{atan} \left( \frac{s}{s^2 + 1} \right) \text{ln}(\omega) \right]^\frac{1}{2}
\]  

(1.7.2.6).

The study of the inner discriminant in \( R \) shows that \( R \) can have real values only if

\[
\frac{-1}{s^2 + 1} \leq E \quad \text{and} \quad \frac{1}{s^2 + 1} \leq E
\]

(1.7.2.7),

where \( s \) is a real number.

Because \( E \) can be only positive, the first of these two equations can be used if \( s \) is negative and the second can be used if otherwise. If \( E=1 \), equations for \( n, Q_1 \) and \( R \) have a form

\[
n = \frac{\frac{2}{\pi} \text{atan}}{\left( \frac{s}{s^2 - 1} \right)}
\]  

(1.7.2.8),

\[
Q_1 = \frac{\frac{1}{2} \left( 1 + s^2 \right)^\frac{1}{2}}{\text{ln}(\omega) \cdot \frac{\pi}{\omega} - \text{atan} \left( \frac{2 \cdot s}{s^2 - 1} \right)}
\]  

(1.7.2.9) and
\[
R = \frac{2}{\omega^p \left(1 + s^2\right)^{\frac{1}{2}}} \cdot Q \quad (1.7.2.10)
\]
respectively.

If
\[
E = \frac{1}{s} \cdot \left(\frac{1}{1 + s^2}\right)^{\frac{1}{2}} \quad (1.7.2.7),
\]
the solution for the \(n, Q_1\) and \(R\) has a form
\[
n = (-2) \cdot \frac{\text{atan} \left(\frac{1}{s}\right)}{\pi} \quad (1.7.2.11),
\]
\[
Q_1 = s \cdot \frac{Q \cdot \omega}{\left(\text{atan} \left(\frac{1}{s}\right) \right)^{\frac{1}{2}} \cdot e^{\frac{p}{\pi}} \cdot e^{-p}} \quad (1.7.2.12)
\]
and
\[
R = \frac{1}{\omega^p \left(1 + s^2\right)^{\frac{1}{2}}} \cdot Q \quad (1.7.2.13),
\]

Study of the 8 solutions shows that the special solution in the form of Eq. 1.7.2.4-1.7.2.6 is the only solution that is applicable in the range of
\[
\frac{1}{1 \cdot s} \leq E < \infty \quad (1.7.2.7b),
\]
while other solutions do not meet the test with initial CPE. Study of these solutions show that if \(E \to \infty\) then \(R \to 0\) while \(Q_1 \to Q\) and \(n \to p\).
1.8. CALCULATIONS OF THE SHALLOW LEVEL DEFECTS CONCENTRATIONS

The shallow level defect density calculations are made using two different theoretical approaches. The first is a well known approach derived from the depletion approximation assuming an abrupt space charge edge.

\[
N(w) = -\frac{C_d^3}{q \cdot \varepsilon \left( \frac{dC_d}{dV} \right)^{-1}} \quad (1.8.1),
\]

where

\[
w = \frac{\varepsilon}{C_d} \quad (1.8.2).
\]

Here \( \varepsilon = \varepsilon_s \varepsilon_0 \) (\( \varepsilon_s \) is the dielectric constant of the semiconductor and \( \varepsilon_0 \) is the vacuum constant), \( Q \) in the charge of the single electron, \( C_d \) is the differential capacitance per unit area and \( V \) is the applied potential. Eq. 1.8.1 and 1.8.2 are the results of the depletion approximation assuming an abrupt space charge edge \([41, 42]\).

The second is a method first published in 2001 by A.F.Yaremchuk and that is called an integral capacitance technique. This method has an advantage because it does not assume constant concentration of the defects; as well it does not assume an abrupt space charge edge.

\[
\rho(V) = \frac{1}{q \varepsilon} C_d(V) \int_{-\varphi_b}^{V} C_d(V) dV \quad (1.8.3),
\]

where \( \varphi_b \) is the flat band potential. The coordinate of the profile is calculated according to the Eq. 1.8.2 as in the first method.

1.9. CALCULATION OF THE MOBILITY OF THE MAJORITY CARRIERS

A method of the calculation of mobilities proposed here has generally the same basis as there is described in the paper of J.W. Lee et al \([47]\). In that paper the structure is modeled simply as a depletion capacitance and the base resistance in series. The resistivity is found using high frequency measurements and this is coupled with the majority carrier densities for finding mobilities.

In the approach proposed here, the method for finding the resistivity is different. The main difference is that here the resistance of the slices of the base with an infinitesimal width is calculated as a coordinate of the structure, whereas in the paper of Lee et al the resistivity is found without an attempt to position these slices.
and the resistivity counts for a base region as a whole. Also the resistance of contacts is neglected in their approach.

The estimation of the mobility of majority carriers lies on the well known formula of mobility in case of extrinsic semiconductors

\[ \sigma = q \cdot N_p \cdot \mu_p \quad (1.9.1). \]

Here \( \sigma \) is a conductivity of the base material, \( q \) is the elementary charge, \( N_p \) is the majority charge carriers concentration and \( \mu_p \) is the mobility of the majority charge carriers.

For finding values of the mobility, the value of resistivity of the base must be estimated and extracted from the total resistance of the structure. This may be done by analyzing the dc dependence of the resistive circuit element corresponding to the resistance of the base and contacts, and applying the definition of differential resistance for finding the integral resistance of the element:

\[ R_i = \frac{1}{I_{dc}} \int_0^{I_{dc}} R_d(I_{dc}) \, dI_{dc} \quad (1.9.2), \]

where \( R_i \) is the integral resistance of the base and contacts, \( R_d \) is the differential resistance of the base and contacts, \( I_{dc} \) is the direct current.

Because \( R_i \) given with Eq. 1.9.2 consists of resistances of contacts and base of the structure, the change in \( R_i \) can be used for finding the resistance of the base as the change in resistance reflects the change of the width of the base. As a result the Eq. 1.9.2 must be written as

\[ \Delta R_i = \frac{1}{I_{dc1}} \int_0^{I_{dc1}} R_d(I_{dc}) \, dI_{dc} - \frac{1}{I_{dc2}} \int_0^{I_{dc2}} R_d(I_{dc}) \, dI_{dc} \quad (1.9.2a), \]

The value of \( \Delta R_i \) is used when together with the Eq. 1.8.2 that has been rearranged to

\[ \Delta w = \frac{\varepsilon}{C_d(I_{dc1})} - \frac{\varepsilon}{C_d(I_{dc2})} \quad (1.8.2a) \]

that gives the change in the width of the base responsible for change of \( R_i \).

As a result the mobility can be calculated from the profile of \( N_p \) and \( \Delta R_i \) either as

\[ \mu(V) = \frac{\Delta w(V) \cdot V }{q \cdot \Delta R_i(V) \cdot S} - \frac{\int_0^{N_p(V)} \frac{S}{C(V)} \, dC(V) \, dV \cdot V}{\Delta w_0(V) \cdot V} \quad (1.9.3) \]
where $s$ is the area of the contact, $\Delta w_{0, V}$ is the change in the depletion width if the bias is changed from zero to $V$, or as

$$
\mu(V) = \frac{L}{\int_{V-\Delta V}^{V} N_p(V) \cdot \epsilon \cdot \frac{S}{C(V)^2} \cdot \frac{d}{dV} C(V) \cdot dV - \frac{1}{C(V)} \cdot \int_{V-\Delta V}^{V} dV}
$$

(1.9.4),

where $L$ is a suitable length of the material segment (about 20 nm) and $\Delta V$ is the respective change in bias what can be found as a numerical solution for the equation based on the Eq. 1.8.2a in the form of

$$
L(V, \Delta V) = \epsilon \cdot S \left( \frac{1}{C(V - \Delta V)} - \frac{1}{C(V)} \right)
$$

(1.8.2b).

1.10. THE AIM OF THE STUDY

Characterization of electrical properties of semiconducting materials suitable for photoabsorber applications in solar cells relies on implementation of physical models. Such physical models are created and founded on basic concepts of resistivity, inductivity and capacitance among other physical parameters which can be elucidated from different kind of experiments.

For the studies of electrical properties of photoabsorbers, CuIn$_3$Se$_5$ among them, IS is a promising method that can provide detailed facts about the physical properties of the semiconducting structures.

The main idea of present study is connected with possibility to investigate photoabsorber layers of CuIn$_3$Se$_5$ prepared by the PLD and HVE techniques with the further purpose to prepare photoabsorber layers and complete solar cells with predictable properties. It should be noted that further development of the IS technique from the point of view of characterization of photoabsorber layers and photovoltaic structures is very important.

A common approach of IS data analysis relies on the circuit analysis using various types of electrical circuit elements [50, 51, 52]. Among these circuit elements are some which physical meaning is unclear although many explanations have been proposed and their use is not highly recommended because of that [51 – 55]. Such is a question about the content and origin of the CPE element and the community is open for possible solutions and analysis of the problem [52].
In this doctoral thesis a major proposition is introduced for analyzing the content of the CPE phenomenon. The general idea of this is represented on the diagram depicted on Fig. 1.6.1. and in general form there are proposed parametrical equations by use of what a problem may be possibly analyzed (Appendix A2 in the case of the transformation Fig. 1.6.1b).

A simplified study of the problem with the help of formula available in chapters 1.6 – 1.6.7b is reported in this doctoral thesis together with tests of results obtained.

Analysis of the IS data of the structures based on CuIn₃Se₅ photoabsorber showed that simple circuit elements of resistance, capacitance and inductance do not explain experimental findings satisfactory. At the same time the use of CPE elements gave far better results of the modeling, even so that no other elements what were tried by us were able to explain the basic features of the IS curves in question. Because of that the CPE elements were treated as experimental facts and a hypothesis of CPE decomposition into physically meaningful resistances and capacitances is suggested and tested. The main aim of the work is to demonstrate possible validity or invalidity of this method of analysis as well as obtaining basic electrical parameters (majority carriers profile, majority carriers mobility) of the CuIn₃Se₅ absorber films with the help of that. In comparison an analysis without CPE elements is used.
2. EXPERIMENTAL

2.1. PLD of CuIn₃Se₅

Polycrystalline bulk CuIn₃Se₅ samples for the PLD targets were synthesized from 99.999% pure elements in evacuated quartz ampoules in the Department of Chemistry of Saint-Petersburg State University (See Paper I in Appendix A3). Ampoules were inserted in a pipe furnace, heated up to 1100°C, kept at this temperature for 5 hours and then very slowly cooled down. The synthesized samples were tested using the XRD analysis carried out on DRON-3.0 diffractometer equipped with monochromatic FeKα source.

The films were deposited by using the PLD technique in the Sankt-Petersburg State University in accordance with the method developed for the CuInSe₂ based films. Ablation of the targets was carried out by using XeCl excimer laser. For preventing of decrease of the Se content in the film during the deposition on the heated substrate there was used advanced 3-stages temperature-time regime of deposition: at the first stage the initial CuIn₃Se₅ film was deposited at room temperature of substrate, then deposition was stopped and deposited glassy film was heated up to temperature T₁ for crystallization, and finally deposition was continued at relatively lower temperature of substrate T₂. The value of T₂ could be lower than T₁ because in this case vapor condenses on already formed polynanocrystalline CuIn₃Se₅ film and therefore nucleation is not limiting stage for crystallization. The appropriate values of T₁ and T₂ were chosen in accordance with results reported in (T₁=320 °C, T₂=160 °C). Both additional annealing processes were performed in vacuum at 400 °C: in situ (immediately after the film deposition, without opening of the vacuum chamber) and after contact with air.

For the XRD measurement the CuIn₃Se₅ was PLD deposited onto glass substrates; for investigation of PV properties, the CuIn₃Se₅ films were PLD deposited on the glass/ITO substrates. The thicknesses of PLD CuIn₃Se₅ photoabsorber layers on glass/ITO substrates were determined by using the SEM technique. The average thickness of the PLD CuIn₃Se₅ films was around 300 nm. The cross-section and surface morphology of the PLD CuIn₃Se₅ layers were investigated by the SEM technique, using a commercial high-resolution LEO SUPRA 35 microscope equipped with EDS analyzer.

Optical transmission spectra of the films were measured by using spectrophotometer SF-8 (USSR) in the spectral range of 350-2050 nm.

In order to prepare a hybrid structure with rectifying junction the zinc phthalocyanine (ZnPc) was deposited onto the PLD CuIn₃Se₅ layer using BOC-EDWARDS AUTO 500 HVE system.
Also, some other materials were used in terms of a junction contact formation with CuIn₃Se₅: HVE Ag, Au, Zn, Al and sputtering of i-ZnO/n-ZnO did not give appropriate results in terms of the suitable diode junction for IS measurements.

All electrochemical photovoltaic measurements were performed in standard three-electrode cell in 0.1M H₂SO₄ background solution using AUTOLAB PGSTAT 30 potentiostat/galvanostat. The white light of the halogen lamp with an intensity of 100 mW/cm² was used for irradiation. For the I-V and IS measurements AUTOLAB PGSTAT 30 potentiostat/galvanostat was used. Aqueous based graphite suspension (Alfa Aesar) was used for the contacts preparation on the surface of PLD CuIn₃Se₅/ZnPc for solid-state I-V and IS measurements.

2.2. CuIn₃Se₅ DEPOSITED BY HVE

The powder of the stoichiometric polycrystalline precursor of CuIn₃Se₅ synthesized from 99.999% pure elements was also evaporated onto glass and glass/ITO substrates using BOC-EDWARDS AUTO 500 HVE system (See Paper III in Appendix A5). For deposition of the film with the thickness around 500 nm, 0.7 g of CuIn₃Se₅ polycrystalline substrate was evaporated from the tungsten boat in vacuum of around 10⁻⁶ mBar onto the glass and glass/ITO substrates fixed onto rotating stainless steel sample-holder heated till the temperature value of 150°C.

As-deposited structures were then annealed on the hot-plate in pure argon atmosphere at 450°C for 1 hour and 500°C for 2 hours (Omni Lab glove box, the oxygen and moisture content is less than 1ppm). All the samples, before and after annealing, were studied by using the HR SEM (Zeiss ULTRA 55 equipped with EDS); XRD spectroscopy (Bruker AXS D5005 diffractometer equipped with Cu Kα radiation source (λ=0.154 nm)) and Raman spectroscopy (Horiba's LabRam HR high-resolution spectrometer) for investigation of morphology, identification of phases and stoichiometry.

Electrical properties of the complete glass/ITO/HVE CuIn₃Se₅/graphite structures were studied using Autolab PGSTAT 30 potentiostat/galvanostat for obtaining the I-V and C-V characteristics. The conductivity type was determined with the potentio-dynamic thermal probe test. The structure of aged glass/ITO/HVE CuIn₃Se₅/graphite was studied also using a Weine-Kerr Precision Impedance Spectrometer with the sampling signal frequency range of 100Hz to 100MHz. For that reason a structure of glass/ITO/HVE CuIn₃Se₅/graphite with contacting wires was mold into the solid chip with epoxy glue to obtain stable contacts and to minimize the impedance of the contacting wires.

For the preparation of graphite contacts, adhesive suspension of graphite (Alfa Aesar) was applied. Calibrated xenon lamp was used for the I-V measurements under 100 mW/cm² white light conditions.
3. RESULTS AND DISCUSSIONS

3.1. HYBRID STRUCTURE GLASS/ITO/PLD CuIn₃Se₅/ZnPc

Fig. 3.1.1. SEM micrograph of the glass/ITO/CuIn₃Se₅/ZnPc

On the Fig. 3.1.1 there is reported the SEM micrograph of the hybrid organic-inorganic structure of glass/ITO/CuIn₃Se₅/ZnPc. There can be seen four layers. The bottom layer with the thickness around 250 nm is the ITO. Then there are seen two sub-layers of CuIn₃Se₅ with thicknesses of about 60 nm and 190 nm. These two sub-layers are possibly caused by the temperature program used in the deposition process. In the first step a higher temperature was applied for crystallization and finally the deposition was continued at lower temperature because the crystal growth after the nucleation is initiated, has lower activation energy. The fourth layer is the layer of ZnPc organic semiconductor-photoabsorber of p-type of conductivity with the thickness of about 180 nm. The preparation and investigation of this hybrid structure with organic functional layer is described in Paper II (See Appendix A4).
3.2. IS OF PLD CuIn₃Se₅

Among many metals deposited by the HVE in our Lab, only Ag contact formed a diode junction with PLD CuIn₃Se₅ film. Unfortunately this junction was unstable and degraded during I-V measurements. On the other hand, a molecular p-type organic ZnPc deposited by HVE method gave a stable reproducible diode junction. This junction did not degrade during I-V measurements and that was also appropriate for IS measurements. From the photoconductivity tests in electrochemical cell it was concluded that the PLD CuIn₃Se₅ is of $n$ type (See Paper I in Appendix A3). According to this the junction of $p^+n$ is expected to cause the rectifying behavior of the structure (Fig. 3.2.1).

![I-V Curves](image)

**Fig. 3.2.1.** $I$-$V$ curves of glass/ITO/PLD-CuIn₃Se₅/ZnPc in dark and light conditions (the contacting area is 2 mm²)

The difference of current flowing through the structure at -1 V and 1 V was about factor of ten. In case of the measurements in light this factor was somewhat less (about 8).
The results of the IS measurements are reported on Fig. 3.2.2 and 3.2.3. The spectra were recorded in the frequency range from 1 Hz to 1 MHz. The shape of the phase angle frequency dependence that has two maxima suggests that a circuit represented on Fig. 3.2.4 applies.
Fig. 3.2.4. The equivalent circuit applied for the analysis of the IS data for glass/ITO/PLD-CISe/ZnPc (C\textsubscript{p1} and C\textsubscript{p2} are capacitors while the R\textsubscript{p1} and R\textsubscript{p2} are the resistors of the two subcircuits in series connection, R\textsubscript{s} is a series resistor)

Two maxima on the phase angle frequency curve are most evident at open circuit voltage conditions. This is an indication that the structure has two time-constants. Another feature of these curves is that at reverse biases and at low frequencies the phase changes sign. This clearly indicates that besides of pure RC behavior there is some kind of inductive phenomenon in question. In this case these possible inductive properties are neglected.

From the Fig. 3.2.3 of IS modulus frequency behavior there is seen that the low frequency modulus decreases at forward potentials. The maximum value of the low frequency modulus was observed at -0.2 V. At more reverse biases this value slowly decreases.

An important feature of the low frequency modulus is that at reverse biases the value of modulus decreases a little. These two findings: the change of the sign of the modulus at low frequencies and at reverse biases as well as the decreasing value of the modulus at the same conditions is not common for a pure RC circuit.

Still as a first approximation the purely RC behaving circuit is used here.

Calculations of the circuit parameters were made on the two frequency basis. Here the impedances measured at two different frequencies were used assuming that the change of the parameters of the circuit elements is negligible. The value of the series resistance was chosen according to the high frequency value of the impedance modulus.
Fig. 3.2.5a. Results of the circuit calculation there impedances of two similar (difference is a half of the decade) frequencies were used for circuit evaluation ($C_{pl}$ vs. frequency)

Fig. 3.2.5b. Results of the circuit calculation there impedances of two similar (difference is a half of the decade) frequencies were used for circuit evaluation ($R_{pl}$ vs. frequency)
Fig. 3.2.5c. Results of the circuit calculation there impedances of two similar (difference is a half of the decade) frequencies were used for circuit evaluation ($C_{p2}$ vs. frequency)

Fig. 3.2.5d. Results of the circuit calculation there impedances of two similar (difference is a half of the decade) frequencies were used for circuit evaluation ($R_{p2}$ vs. frequency)
Results of the circuit calculations using the impedances measured at two similar (difference is a half of the decade) frequencies are reported on the Fig. 3.2.5 a-d.

From these results it becomes evident that two RC blocks in the circuit (Fig. 3.2.4) behave differently. Comparing the results for the \( C_{P1} \) and \( C_{P2} \) there is more probable that the capacitance of \( C_{P1} \) reflects a capacitive behavior of some kind of barrier. At the same time the capacitance of \( C_{P2} \) may be considered as a kind of geometrical capacitance because the bias dependence here is not that significant and also the change of capacitance is much weaker.

A common property of all these four results is that at low frequencies the dependencies lose the continuity and a significant noise in results makes the analysis at low frequencies almost impossible.

At the same time it is important to note that the bias distribution can be calculated properly only if the low frequency values of the resistances are available. Here it must be concluded that they are not available at frequencies less than about 1 kHz if the worst curve is taken into account (Fig. 3.2.5b 0.5 V). To overcome this it is clear that if higher frequencies are used, the bias distribution can be calculated approximately.

![Fig. 3.2.6. A dependency of parallel resistances of \( R_{P1} \) and \( R_{P2} \) on dc current if the frequency is 1 kHz](image)

On the Fig. 3.2.6 there is reported how parallel differential resistances depend on dc current. As it was impossible to obtain continuous results at lower frequencies of the measurement, the 1 kHz frequency must be treated as a kind of
trade-off between low frequency and high frequency. This means that the integration according to the definition of

\[ V_i = \int_0^{I_{dc}} R_p(I_{dc}) \, dI_{dc} \quad (3.2.1), \]

where \( V_i \) is a bias for \( V_1 \) or \( V_2 \), can give only approximate results for the bias distribution, because the frequency used for \( R_p(I_{dc}) \) is not small (approaching zero).

Fig. 3.2.7. A bias distribution calculated according to the Eq. 3.2.1 distinguishing two separate regions in the structure of glass/ITO/PLD-CuIn\(_3\)Se\(_5\)/ZnPc

On the Fig. 3.2.7 there are represented results for the bias distribution calculations according to the Eq. 3.2.1. From these results it must be concluded that one of the \( RC \) blocks describing the structure of glass/ITO/PLD-CuIn\(_3\)Se\(_5\)/ZnPc is a possibly an energetic barrier caused by a junction. Another block may be attributed to the bulk that is not linear in the \( I-V \) response. This nonlinearity may arise because of grain boundaries in this bulk or maybe there is also a weak barrier that is connected in series in the same direction as the main barrier is.

The result for the barrier-like \( I-V \) curve is used for constructing the \( C-V \) curve there \( C_{p1} \) values are used as the capacitance of the barrier.
Fig. 3.2.8. C-V curves constructed according to the bias distribution calculations of Eq. 3.2.1

C-V curves constructed using Eq. 3.2.1 for voltage and $C_{pl}$ values of the $RC$ circuit are reported on Fig. 3.2.8. The rapid increase of capacitance at forward biases around 0.2 V is probably caused by depletion behavior of the junction. This can be concluded from Fig. 3.2.5a because there it is seen that at high frequencies (500 kHz and higher) there is no substantial increase in capacitance value. A remarkable increase there would declare that a chemical capacitance and the injection of minority carriers take place.

Fig. 3.2.9. Concentration profiles of the shallow level defects in the structure of glass/ITO/PLD-CuIn$_3$Se$_5$/ZnPc calculated using two different methods
On the Fig. 3.2.9 there are reported results of the shallow level defect densities obtained at two different calculation methods. The usual method, based on Eq. 1.8.1, gives a profile that manifests a concentration change nearly about three orders of magnitude. At the same time the integral method, based on Eq. 1.8.3, provides a result with values in the range about one order of magnitude.

Here the results were obtained then the $C-V$ curves were fit with rational fractions containing a hyperbolic term as a factor. These fitting results give somewhat more even fitting curves than the spline functions (inbuilt fitting functions of different types of Mathcad software) would give. This is the reason why the profile obtained with the differential method has no sharp peaks that is an ordinary observation in such calculations in case of using the Eq. 1.8.1. As a comparison with the differential method such peaks would not appear in case of integral method because it does not contain a corresponding critical term that would create such.

Finally there must be concluded that the shallow defects concentration is in the range of $2 \cdot 10^{14}$ to $2 \cdot 10^{15}$ cm$^{-3}$.

3.3. SEM, XRD, EDS, RAMAN AND $I-V$ INVESTIGATIONS OF HVE CuIn$_3$Se$_5$

Fig. 3.3.1. Cross-sectional SEM micrograph of glass/ITO/HVE CuIn$_3$Se$_5$ as-deposited
Fig. 3.3.2. SEM micrograph of the ITO/ HVE CuIn$_3$Se$_5$ annealed at 450°C for 1 hour in argon atmosphere

Fig. 3.3.3. SEM micrograph of the ITO/ HVE CuIn$_3$Se$_5$ annealed at 500°C for 2 hour in argon atmosphere
The SEM micrographs of as-deposited and annealed structures of the ITO/ HVE CuIn₃Se₅ are represented in the Fig. 3.3.1-3.3.3. It should be noted that the composition of as-deposited films is not uniform in cross-section (Fig. 3.3.1). From the micrograph there is seen that two layers with different morphology are present. According to the electron dispersive spectroscopy (EDS) data, the first layer after ITO corresponds to CuIn₄Se₅ composition. The second layer has approximately a composition of Cu₂In₃Se₅. In overall composition both layers correspond to the CuIn₃Se₅ i.e. to the stoichiometry of the source polycrystal.

After annealing at 450°C during 1 hour in argon atmosphere, the morphology of structures was changed dramatically – the structures demonstrate practically uniform composition of CuIn₃Se₅ layers (Fig. 3.3.2). Although there can be distinguished layers of crystals with slightly different morphology, their composition is very similar to each other. Apparently thermal diffusion has averaged the initially different composition of layers and induced crystal growth.

In addition, annealing at 500°C for 2 hour in argon atmosphere (Fig. 3.3.3) gives the further increases of the size of CuIn₃Se₅ crystals and improves the morphology of the photoabsorber layer from the point of view the homogeneity of CuIn₃Se₅ crystals. The XRD spectrum of the as-deposited glass/CuIn₃Se₅ structure shows that even as-deposited film includes already the chalcopyrite structure (with dominating in (112) plane) (Fig. 3.3.4).

Fig. 3.3.4. XRD spectra of glass/ HVE CuIn₃Se₅ structures
The XRD spectrum of the as-deposited glass/HVE CuIn$_3$Se$_5$ structure shows that even an as-deposited film includes highly-oriented chalcopyrite structure (absolute dominating in (112) plane) (Fig. 3.3.4).

For highlighting of the other peaks in the XRD spectrum, the values of intensity are plotted on a logarithmic scale. As the result of the annealing process the dominating phase of CuIn$_3$Se$_5$ chalcopyrite structure is observed. The spectrum of a structure annealed at 450°C for 1 hour shows almost at the same $2\theta$ value a strong peak that corresponds to the reflection from the plane (112) of CuIn$_3$Se$_5$. Other peaks can be distinguished corresponding to CuIn$_3$Se$_5$ chalcopyrite phase. According to the database of ICDD PDF-4+2008 these peaks correspond to the planes of (220), (312), (116), (224), (228), (424), (512), (336). Also weak peaks corresponding to traces of the InSe phase are present. These peaks correspond to the reflections from planes of (006), (101), (110) and (021). In the spectrum of the structure annealed at 500°C for 2 hour the chalcopyrite peaks are stronger, proving that the phase composition has become more crystalline and the crystals of the detected phases are grown bigger.

![Fig. 3.3.5. Raman spectra of glass/HVE CuIn$_3$Se$_5$ structures](image-url)
The Raman spectra (Fig. 3.3.5) show that different phases are present on the surface of the structure. The main peaks of A1 mode at 153 cm\(^{-1}\) and 174 cm\(^{-1}\) correspond to the phase of CuIn\(_3\)Se\(_5\) [58, 59]. Weak peak at 94 cm\(^{-1}\) is caused by the CuSe traces. Weak peaks at 115 cm\(^{-1}\) and 227 cm\(^{-1}\) correspond to InSe traces [60]. It should be noted that the etching of annealed CuIn\(_3\)Se\(_5\) film in 5% KCN solution during 1 min. decreases an intensity of 94 cm\(^{-1}\) peak and therefore confirms the reducing of presence of CuSe phase at the surface of photoabsorber film.

Annealed glass/ITO/CuIn\(_3\)Se\(_5\) semi-structures were used to prepare complete diode-like structures for the impedance measurements. \(I-V\) curves for the structures with graphite adhesive contacts are represented in the Fig. 3.3.6.

![Fig. 3.3.6. \(I-V\) curves of the glass/ITO/HVE CuIn\(_3\)Se\(_5\)/graphite structures annealed at 450 and 500 °C](image)

Both structures had a stable diode–like shape of \(I-V\) curves in the range of applied potential +/-2 V. The structure annealed at 500°C for 2 hour had higher open circuit voltage (\(V_{oc}\)) value (270 mV under 100 mW/cm\(^2\) white light irradiation). \(C-V\) measurements of these structures revealed that the built in voltage for these two different structures is nearly the same with the difference of about 10 mV. These diode-like structures were prepared also with silver adhesive contact but the \(I-V\) curves in this case did not exhibit photo voltage generation. It should be
noted that prepared structures are not considered as complete solar cells but only as the structures appropriate for the characterization of deposited CuIn$_3$Se$_5$ photo absorber layers by using the impedance technique.

After keeping of the structures in air for several months, I-V curves showed that the useful properties of these have remarkably deteriorated. On the Fig. 3.3.7 there are presented I-V curves of the glass/ITO/HVE CuIn$_3$Se$_5$/graphite structure annealed at 450°C what has been aged.

$V_{oc}$ together with the $I_{sc}$ of the structure is almost vanished if compared with the freshly prepared structures (Fig. 3.3.6).
3.4. IS OF THE FRESHLY HVE DEPOSITED CuIn₃Se₅

The results of the measurements of the impedance of the freshly HVE deposited structures are represented on Fig. 3.4.1 and Fig. 3.4.2.

Fig. 3.4.1. Modulus of the impedance vs. frequency dependencies of the glass/ITO/CuIn₃Se₅ structures annealed at 450°C for 1 hour with following deposition of the graphite dot-contacts, measured at different applied potentials (reverse biases marked with transparent margins, forward with filled)
Fig. 3.4.2. The phase of the impedance vs. frequency dependencies of the glass/ITO/CuIn\textsubscript{3}Se\textsubscript{5} structures annealed at 450°C for 1 hour with following deposition of the graphite dot-contacts, measured at different applied potentials (reverse biases marked with transparent margins, forward with filled)

On the Fig. 3.4.1 there is seen that the highest low frequency resistance is measured at -0.1 V. This maximum value decreases rapidly if the forward bias is applied. This is a usual behavior of the junction barrier if the forward potential is applied and the width of the depletion region is decreasing. On the other hand, the decrease of the low frequency resistance in the case of reverse bias is much less. This decrease indicates the existence of a shunt resistance in the barrier. A single plateau of modulus at low frequency indicates that there is one main barrier in the structure. This barrier acts mainly as a (resistance and capacitance) RC parallel network. The deviation from the pure RC behavior manifests themselves at reverse biases. There can be observed, as a minor effect, that at low frequencies, the modulus slowly decreases if the frequency decreases.

The phase of the impedance vs. frequency plot (Fig. 3.4.2) reveals that there are two maxima in these curves. The maximum appearing at lower frequencies is most pronounced at -0.1 V. At forward potentials this maximum vanishes entirely. This may point that there are two barriers in series and in the same bias direction in the
A minor effect is there that at reverse potentials and at low frequencies the sign of the phase changes. This is probably a real effect and is not caused by any problem of the wiring. This was concluded after using special calibration procedures with reference measurements that are necessary for ruling out wiring effects what may affect the results of the measurement. Also the influence of some outer field is not probable because these measurements were conducted inside the grounded Faraday cage as well outside without any change in results.

The modeling of the results of the impedance measurements was made by using the circuit depicted on the Fig. 3.4.3 which turned out to be the best circuit for this task. This circuit was able to model impedance spectra in the frequency range of 10 Hz to 1 MHz at different applied biases in the range of ±1 V. The modeling error was calculated at every experimental frequency as a comparison of the experimental value and the result of the modeling. The maximum error was less than 3%.

As a modeling tool, a self-made fitting program in Labview software was used. The algorithm used for fitting was a Monte Carlo method. The objective function of this particular fitting procedure was the minimization of the cumulative deviation error percentage between the modeling result and the experimental data.

First, the equivalent circuit principally similar to the circuit reported here on Fig. 3.4.3 was used. Here all elements were chosen as resistors, capacitors and inductors. The modeling result was poor with about 10% of mean error. Then these resistors, capacitors and inductors were replaced by constant phase elements (CPE) (Eq. 1.6.1).
We use modeling with CPE-s here for a qualitative interpretation of the impedance data. No quantitative physical models are applied here because CPE-s only with $n$ values of 1, 0 and -1 can provide useful dimensions for physical modeling and only then the parameter of $Q$ can be used without any further considerations and interpretation. We must simply state that CPE behavior found here was an experimental fact that was the best option for a formal mathematical description of our system.

The results obtained are reported on Figs. 3.4.4-3.4.6. If $n$ of the CPE is close to 1, it is referred here as a capacitor-like CPE (CPE-C). Similarly, if the $n$ of the CPE is close to 0, it is referred here as a resistor-like CPE (CPE-R). If $n$ of the CPE is close to -1 or -0.5, it is referred here as an inductor-like CPE (CPE-L).

Fig. 3.4.4. Dependence of the $1/Q$ of the CPE-Rp and CPE-Rs vs. total bias applied on structure of glass/ITO/CuIn$_3$Se$_5$ annealed at 450°C for 1 hour with following deposition of the graphite dot-contacts ($1/Q$ is the parameter of CPE element with the dimension of $V\cdot s^{(1-n)}/C$)

On Fig. 3.4.4 there are reported the results for the values of $1/Q$ of CPE-Rp and CPE-Rs. There must be noted that the bias dependence refers to the total bias and not to the partial bias applied to the element under discussion. The true distribution of the bias between the three blocks of the circuit (Fig. 3.4.3), namely CPE-Rp parallel CPE-Cp, CPE-Rs parallel CPE-Cs and CPE-Ls there is not known. Also there must be stressed that the dimension of these values are every time different and do not have a dimension of Ohm ($V\cdot s/C$).
Fig. 3.4.5. Dependence of the \( Q \) of the CPE-Cp and CPE-Cs on total bias applied on structure of glass/ITO/CuIn\(_3\)Se\(_5\) annealed at 450°C for 1 hour with following deposition of the graphite dot-contacts.

General comments for the Fig. 3.4.5 are similar as those to the Fig. 3.4.4 earlier.

Fig. 3.4.6. Dependence of the \( n \) of the CPE-s on total bias applied on structure of glass/ITO/CuIn\(_3\)Se\(_5\) structures annealed at 450°C for 1 hour with following deposition of the graphite dot-contacts.
For the reference of the dimensions of values reported on Fig. 3.4.4 and Fig. 3.4.5, the Fig. 3.4.6 gives an account how does the exponential parameter \( n \) of CPE change with total bias applied to the structure.

The conceptual situation reported on Fig. 3.4.4 and Fig. 3.4.5, is very special and simple conclusions about the shape of the curves are therefore highly speculative.

The soundest conclusions can be made of the CPE-Rp and CPE-Rs at bias values higher than zero volts. From the Fig. 3.4.6, there is seen that \( n \) values corresponding to the CPE-Rp and CPE-Rs at these potentials, are effectively zero (\( n \approx 4 \times 10^{-3} \)). This means that \( Q \) values of that CPE-s have effectively the dimension of Siemens.

Based on this, there can be concluded, that the behavior of the \( 1/Q \) value of the CPE-Rp describes the situation then an energetic barrier is forwardly biased and the resistance of this barrier is quickly decreasing. The conclusion made on the basis of the behavior of the \( 1/Q \) value of the CPE-Rs is more speculative. This may be the evidence that a minority charge carriers injection into the base area of the structure takes place and the resistivity is decreasing there because of an increase of free charge carriers’ concentration.

The behavior of the capacitance like CPE-s is reported on Fig. 3.4.5. From the Fig. 3.4.6 there is reported that at forward biases the value of \( n \) of the CPE-Cs is almost 0.5. This means that the \( Q \) value of CPE-Cs has effectively a dimension of Warburg semi-infinite linear diffusion resistance [50]. The increase of these values is about three orders of magnitude. Such profound increase is usually characteristic to the minority carriers accumulation process there a diffusion capacitance or a chemical capacitance appears in the base of the structure [61]. Again this must be stressed, that this value does not have a dimension of capacitance. On the other hand the value of the \( Q \) of the CPE-Cp decreases at forward potentials. If the part of the circuit consisting of CPE-Rp parallel CPE-Cp is a manifestation of the depletion layer, this decrease may be another indication of the minority carriers’ accumulation also in the barrier region of the structure [62].

The analysis of the reverse side of the bias is even more unclear because only the value of \( n \) of the CPE-Rs can be considered effectively zero (\( n \approx -1 \times 10^{-2} \)). The value of \( Q \) of CPE-Rs increases at most reverse biases. The magnitude of this value is also in the range of \( 1 \times 10^4 \), that is not a usual value for base resistance in such structures (usually about 100 Ohm). This may be interpreted as weak barrier behavior at the contact between graphite and CuInSe\(_2\) layers. This must be remembered that the bias attributed to the CPE-Rs element is not the true bias, but the total bias applied to the entire structure. This means that the shape of this and also other curves is distorted in respect of the bias axis. In case of CPE-Cs and CPE-Rs this is expected to be the most prominent. The behavior of CPE-Rp and
CPE-Cp at reverse biases is possibly a manifestation of the depletion layer. The decrease of the $1/Q$ value of the CPE-Rp at reverse biases is possibly due to the decreasing shunt-resistance of the barrier. CPE-Cs values at reverse biases possibly reflect the geometrical capacitance of the base region because the $Q$ values of CPE-Cs are greater than $Q$ values of CPE-Cp by one order of magnitude.

The interpretation of the behavior of the CPE-Ls is the most speculative task. We only give a comment here that the influence of this element in the circuit (Fig. 3.4.3) on the impedance phase is remarkable only at frequencies higher than 200 kHz. This was concluded from the influence analysis of the circuit elements (not reported here).

An interesting observation is that the values of $n$ of CPE-Rp and CPE-Rs change the sign at zero applied voltage. At all reverse biases the values of $n$ are negative, at forward potentials $n$ becomes positive. As the direction of the externally applied electrical field changes there the direction, this may be the cause.

Capacitance data, when the impedance is represented as a parallel capacitance and parallel resistance, is reported on Fig. 3.4.7. The contact area of the structure is 2 mm². High frequency values of the real part of the impedance were used as estimation for the serial resistance in these calculations.
The capacitance decay with increasing frequency is characteristic to the broad distribution of deep levels possibly in midgap [63]. An exception to this behavior here are seen at most high reverse biases. Here at low frequencies (less than about 1 kHz), the capacitance changes the sign. This is possibly due to inductive properties of the structure as pointed out before. This phenomenon is also reflected in the negative value of the $n$ of the CPE-Rp and CPE-Rs at reverse potentials (see Fig. 3.4.6). At forward potentials and already at high frequencies the capacitance starts to increase very rapidly. This is a characteristic behavior of the diffusion capacitance. This phenomenon was also found in the results of the modeling of the impedance (see Fig. 3.4.5).

The estimation of the barrier height and the shallow level defect concentration was made by linearization of the Mott-Schottky curves according to the formula of the simple depletion capacitance formula of the Schottky barrier [64]
\[ C = \left| \frac{\partial Q_{sc}}{\partial V} \right| = A \sqrt{\frac{q \varepsilon_0 \varepsilon_s N_A}{2(V_{bi} - V)}} \]  \hspace{1cm} (3.4.1).

Here \( A \) is the contact area, \( Q_{sc} \) is the charge of the space charge of the depletion layer, \( V \) is the voltage drop in the depletion layer, \( q \) is an elementary charge, \( \varepsilon_0 \) is the dielectric constant of the vacuum, \( \varepsilon_s \) is the dielectric constant of the material (\( \varepsilon_s = 13.6 \) was used [65]), \( N_A \) is the acceptor density and \( V_{bi} \) is the built-in potential.

Fig. 3.4.8. Mott-Schottky curves of the glass/ITO/CuIn\(_2\)Se\(_5\) annealed at 450°C for 1 hour

From the Fig. 3.4.8 this is evident that estimated values of barrier height and the concentration is dependent on the measurement frequency. Most obviously there is a linear region at reverse potentials around 10 kHz frequency. An estimation (solid line on Fig. 3.4.8) of the built-in potential there gives a value of 780 mV. The estimation for the shallow defects concentration gives a value of \( 3.6 \times 10^{16} \) cm\(^{-3}\). An estimation of built-in potential at 6 kHz and 16 kHz gives values of 600 mV and 1 V respectively. It is expected that at high frequencies the deep level freeze-out occurs and higher frequencies than 10 kHz would be more appropriate for the estimation of the concentration. On the other hand the frequency of 10 kHz turns out to be most suitable for applying the Mott-Schottky linearization as reported on Fig. 3.4.8.
As the Mott-Schottky plots are not linear at higher frequencies, the carrier concentration profiles are calculated according to the well known Eq. 1.8.1 of the abrupt edge approximation [41].

The depletion width is calculated according to the Eq. 1.8.2. The calculations of the shallow level defect concentrations profiles (Fig. 3.4.9) were made at same measurement frequencies as reported on the Mott-Schottky plot (Fig. 3.4.8).

Results show that measurements at different frequencies affect the coordinate calculations in great extent. This means that these profiles can be used only for estimating a kind of mean concentration. Integration of these curves over the coordinate reveals somewhat surprising fact that the mean concentration increases monotonously as the measurement frequency increases (Fig. 3.4.10). So the average concentration calculated at 1 kHz is $2.8 \times 10^{16}$ cm$^{-3}$ whereas the concentration calculated at 1 MHz is $6.0 \times 10^{16}$ cm$^{-3}$. 

![Fig. 3.4.9. Free charge carriers profiles for the glass/ITO/CuIn$_3$Se$_5$ annealed at 450°C for 1 hour, calculated at different measurement frequencies](image)
3.5. IS OF THE AGED HVE CuIn₃Se₅

3.5.1. RESULTS OF THE IS MEASUREMENTS

$I-V$ curves of such structure, what show up major deteriorations in electrical properties essential for solar cells are presented in Fig. 3.3.7. Structures of the aged glass/ITO/CISel/graphite were also studied with the IS.
Fig. 3.5.1.1. Structure of glass/ITO/CISe/graphite impedance real part dependence on measuring signal frequency at zero and reverse biases

On the Fig. 3.5.1.1 there are represented results of the glass/ITO/CISe/graphite structure measurements for the real part of the impedance. Frequency used in the measurements is in the range of 100 Hz to 100 MHz. The amplitude of the modulation signal was used 30 mV. At low frequency range of 100 Hz to about 50 kHz there are seen the resistive behavior there the real part value approaches or follows a tilted plateau like trend and the value at a certain voltage is almost constant. An important feature of this plateau is that the resistance gradually decreases as the frequency decreases.

In the middle frequency range of about 50 kHz to 1 MHz there is seen the capacitance like shunting behavior there the resistance decreases as the frequency increases. At certain point about 1 MHz the slope of the decreasing resistance changes and finally the values of the high frequency resistance obtain very close values so that measurements at different biases can be distinguished only in a smaller scale.

This trend is common for all biases in the range of 0 to -1 V that was under investigation. Curves measured at different biases are most prominently different in the low frequency range there the low frequency tilted plateau appears. The value of the low frequency resistance is lowest at 0 V. The resistance increases first as
the reverse bias increases in the range of 0 to about -0.2 V and then the resistance decreases again. This behavior is common for the depletion behavior at small reverse biases. If the reverse bias increases further the shunting behavior appears that violates the pure depletion behavior.

Fig. 3.5.1.2. Structure of glass/ITO/CISe/graphite impedance imaginary part dependence on measuring signal frequency at zero and reverse biases

On the Fig. 3.5.1.2 there are represented results of the glass/ITO/CISe/graphite structure measurements for the imaginary part of the impedance. From these results it is possible to distinguish three frequency regions of distinct behavior. At low frequency range of 100 Hz to 2 kHz the resistance approaches to a limiting value that lies possibly at frequencies lower than 100 Hz. In the range about 2 kHz to 1 MHz there is a region for the maximum values of the resistance that can be described as a switching region there the resistance is first caused by the purely resistive element at low frequency and then by capacitive element at medium frequencies. As a fact the capacitive resistance disappears at very high frequencies. An important feature of these curves is that at low frequency and at all reverse biases under consideration, the imaginary value of the impedance changes a sign. This is clearly characteristic to some kind of inductive phenomenon in this electrical behavior. Only at 0 bias and at forward biases this phenomenon does not
appear in such an extent that could result in the change of the sign. The position of the impedance imaginary part maximum value depends clearly on the applied reverse voltage. The value of the maximum resistance frequency decreases as the value of the maximum resistance increases.

![Nyquist plot](image)

**Fig. 3.5.1.3. Structure of glass/ITO/CISe/graphite Nyquist plots at zero and reverse biases**

On Fig. 3.5.1.3 there are represented the Nyquist plot of the glass/ITO/CISe/graphite structure which comprehends the data given in Figs. 3.5.1.2 and 3.5.1.3. Nyquist plots show that impedance arcs are somewhat deformed and thus the structure must deviate from the ideal $RC$ behavior. Also is the low frequency part of the Nyquist plot summarizing the two important features revealing on the impedance real part and impedance imaginary part plots. Namely this is that the imaginary part changes the sign and at the same time the real part decreases as the frequency decreases.

The arcs diameter grows as the reverse bias increases up to -0.2 V and then gradually decreases as the shunting current through the depletion barrier grows higher.
On Fig. 3.5.1.4 and Fig. 3.5.1.5 there are represented impedance results in a simple parallel $RC$ circuit form. The results for parallel resistance $R_p$ are very similar to the impedance real part representation. Representation in a linear scale stress the feature of decreasing value of the parallel resistance as the frequency decreases at low frequencies. This feature almost disappears at zero bias.
On parallel capacitance plots these specific features, found on imaginary part frequency behavior, namely the change of the sign at low frequency, are also present and manifest themselves as a negative capacitance behavior at low frequencies.

3.5.2. THE MODELING OF THE IS RESULTS

The modeling of the impedance response was held in Labview program using Monte Carlo simulation method. The modeling was held in three steps.

First the basic modeling circuit was chosen to model the entire frequency range with an acceptable deviation from the experimental data. The best models exhibited a deviation from the experimental data in the range of the 10%. As a result two circuits with almost the same accuracy were found to describe the data.
Fig. 3.5.2.1. Equivalent circuit found to describe the impedance behavior of the glass/ITO/CISe/graphite structure (CPE notation in names of circuit elements CPE $C_p$, CPE $R_p$, CPE $R_s$, and CPE $L_s$ points to the circumstance that these elements are CPE elements resembling either capacitors, resistors or inductors).

On Fig. 3.5.2.1 there is represented a circuit which resembles a two parallel $RC$ connections in series with an inductive element. As a difference there are CPE used instead of capacitance and resistance in one of these blocks (marked as CPE $C_p$ for a capacitive element and CPE $R_p$ for a resistive element). In the second block there was also used a CPE element for a resistive element, but the element in parallel ($C_s$) was used as an ideal capacitance. Additionally there is a CPE with strongly inductive properties but not an ideal inductance.

Fig. 3.5.2.2. Equivalent circuit found to describe the impedance behavior of the glass/ITO/CISe/graphite structure (CPE notation in the name of circuit element CPE $R_s$, points to the circumstance that this element is a CPE element resembling a resistor, Warburg is the CPE element with n=0.5).

Another circuit describing the overall impedance behavior with a single set of parameters is represented on Fig. 3.5.2.2. In that circuit the former CPE connection
is replaced by a Randles-like circuit configuration [50] there a simple resistor in series with the Warburg element (an ordinary Randles configuration) is replaced by a resistor-like CPE. All other elements are ideal inductance, ideal capacitance and ideal resistance. It was found that this network describes the system well mathematically. Because of direct current considerations the equivalent circuit represented on Fig. 3.5.2.1 is preferred in this work and all the calculations are based on the modeling results of that circuit.

The preference rises because of the direct current impedance limit which has a finite value. If a circuit containing a Warburg element is used, the direct current limit has an infinite value in case of fixed parameters.

In the second step of the modeling, the frequency range used for finding a parameter values was shrank to a one decade of a frequency or even less. The value of the inductive parameter was kept constant but other parameters were found in a sliding mode of modeling. As a result the parameters were obtained as frequency dependent circuit element parameters.

In the third modeling step, the values of CPE elements parameters $Q$ and $p$ were used to model the CPE response in terms of physically meaningful capacitances and resistors.

![Impedance vs Frequency Graph](image)

**Fig. 3.5.2.3.** Modeling of the impedance amplitude response of the glass/ITO/CISe/graphite structure: -0.2 V (square dots correspond to the experimental result, solid line corresponds to the fit, line with the smoother filled dots report the error percentage)
Fig. 3.5.2.4. Modeling of the impedance phase response of the glass/ITO/ClSe/graphite structure: -0.2 V (empty square dots correspond to the experimental results, solid line corresponds to the fit, line with the smoother filled dots reports the error percentage)

On the Fig. 3.5.2.3 and 3.5.2.4 there is represented an example of the modeling with the circuit exhibited on the Fig. 3.5.2.1. The best fit is obtained at low frequencies there the error is in the range of 8% in the case of impedance modulus and about 1% in the case of impedance phase. At higher frequencies (100 kHz and higher) the modeling error increases up to 12% in case of impedance modulus and up to about 2% in case of impedance phase. The most obvious disagreement in these modeling results is seen in the impedance phase behavior at frequencies around 10 MHz. This phase knee there can be described approximately with a $RC$ parallel connection according to the circuit on Fig. 3.5.2.1 and 3.5.2.2.

Table 3.5.2.1. Numerical results of the modeling using the circuit depicted on Fig. 3.5.2.1 (In the Table 3.5.2.1 the results of the modeling are represented in columns for every applied bias value. Dimensions are not shown (look for dimensions in Eqs. 1.6.2 – 1.6.4 in Literature Review for $R_P, Q, C_P, Q, R_s, Q, C_s, Q, L_s, Q, R_p, n, C_p, n, R_s, n, C_s, n$ and $L_s, n$ are dimensionless.))
In the Table 3.5.2.1 the first two rows there are represented results for the values of resistor-like CPE $Q$ and $n$ values. Small $n$ values indicate that this element only slightly deviates from the ideal resistor behavior but its parameter $Q$ still does not have a correct dimension needed for resistor: C/s V. Also the values of $n$ are negative that indicates that this resistor-like CPE is affected by some kind of inductive-like phenomenon in the structure. These negative values are responsible for the ability to model the low frequency behavior of the impedance modulus as well as the impedance real part. The negative $n$ in that place causes these quanta to decrease with decreasing frequency.

At the same time, the trend of $Q$, then the bias is getting more reverse, also mirrors the behavior of the real part (Fig. 3.5.1.1) and $R_p$ (Fig. 3.5.1.4). At -0.2 V there is a minimum that corresponds to the maximums in the $R_p$ frequency plot and real part results because $Q$ value describes roughly a resistor-like phenomenon if the reverse value of the number is taken.

The third and the fourth row do represent the capacitor-like CPE $n$ and $Q$ respectively. Here again, the value of $n$ deviates from 1 in remarkable amount and this indicates that CPE cannot considered as a pure capacitive element, but with some deviations which are pointing to some kind of resistive or diffusive phenomena in this electrical situation. The dimension of $Q$ is not appropriate for making use as a capacitance and the process behind it is not clear and thus must be considered as a special question.

Values of the CPE-Rs $n$ in the fifth row are negative that also points to some kind of inductive-like phenomenon in that element. The trend of the values is not that clear, but in general the values tend to decrease as the reverse bias increases.

Values of CPE-$Q$ in the sixth row do increase as the reverse bias increases. This may point to the process there the base area of the structure becomes thinner with the increasing reverse bias. This is an expected behavior connected with the broadening of the depletion region.

The value of $n$ in the seventh row was kept constant because otherwise in some bias conditions it tended to have values slightly more than 1. These are anomalous values because $n$ should have values only in the range of -1 to 1.

$C_s$ values in the eight row have a minimum at -0.4 V. From this behavior this is not absolutely clear if this mirrors the behavior of an opposite barrier in the structure caused maybe by a second surface or is this simply a geometric capacitance of the base part of the structure.

Two last rows describe the results for the inductance like CPE. The most remarkable there are the values of $n$ of the corresponding CPE. The range of -0.5 to -0.6 somehow indicates that maybe there exists some physical phenomenon that is an analog of Warburg elements describing different type of processes of diffusion but in that is connected with inductive phenomena.
Fig. 3.5.2.5. Sensitivity analysis of the impedance modulus according to the formula of the circuit represented on the Fig. 3.5.2.1 (reverse bias -0.3 V as an example)

Fig. 3.5.2.6. Sensitivity analysis of the impedance phase according to the formula of the circuit represented on the Fig. 3.5.2.1 (reverse bias -0.3 V as an example)
On the Fig. 3.5.2.5 and Fig. 3.5.2.6 there are represented results for the sensitivity of the modulus and the phase if the change of the parameter values is 1%. For calculations there were used a well known error analysis algorithm that makes use of the partial derivatives of the variables in consideration and the estimations of the corresponding errors:

\[
\Delta Z^2 = \left( \frac{\partial f(x_1, x_2, \ldots)}{\partial x_1} \right)^2 \Delta x_1 + \left( \frac{\partial f(x_1, x_2, \ldots)}{\partial x_2} \right)^2 \Delta x_2 + \ldots
\]  

(3.5.2.1)

there \( \Delta Z^2 \) is a square of a total error estimation, \( f(x_1, x_2, \ldots) \) is a formula in consideration and \( \Delta x \) is the individual error estimation of the parameter.

In these calculations of sensitivity estimation, the value of the “error” was taken 1% in case of every single parameter and the sensitivity was calculated as the percentage change due to the parameter in consideration making up a part of the total change. The influence of CPE \( Q \) and \( n \) values were summed together in one number to have a better overview of a single CPE element as such.

Plots on the Figs. 3.5.2.5 and 3.5.2.6 were calculated using the parameter fit values obtained for the -0.3 V bias conditions. The overall behavior, except of CPERs, is similar at all bias conditions.

The element of CPE-Rp is most influential to the impedance modulus at low frequencies up to about 10 kHz. The influence on the impedance phase starts to decrease at lower frequencies so that at 1 kHz the influence of it is in the range of 1 %. The influence of the CPE-Cs starts to increase quickly at the frequencies of 5 kHz while affecting the modulus and of 100 Hz while affecting the phase of the impedance. Other elements become influential at frequencies higher than 1 MHz while considering the impedance phase and higher than 10 MHz while considering the impedance modulus.
Fig. 3.5.2.6a. Sensitivity analysis of the impedance phase according to the formula of the circuit represented on the Fig. 3.5.2.1 (forward bias 0.1 V)

At 0 V and at higher biases the CPE-Rs start to have a more significant influence at low frequency range (Fig. 3.5.2.6a). From the corresponding plot describing the influences of separate elements, it turns out that about 80% of the phase is built up of CPE-Rs at frequencies 10 Hz and less if there is an open circuit condition of 0 V. This influence decreases at forward biases. For example at the bias of 0.1 V this value has rapidly decreased to 20%. This finding is used then estimating the mobility of majority carriers by using the impedance measured at forward bias.

3.5.3. CALCULATIONS OF A DEPLETION LAYER CAPACITANCE VALUES USING CPE

Results of the modeling with the sliding mode where the modeling range was restricted in one decade of frequency are represented in the Appendix A1. $Q$ and $n$ values of corresponding CPE elements do not have an independent physical meaning and therefore this must be a specially considered question.
Fig. 3.5.3.1. Capacitance calculated according to two limiting conditions of $E$ ($E_{\text{min}}$ and $E_{\text{max}}$) and at $E=0.5$ (curve of $E_{\text{max}}$ corresponds to the situation, then $E=1$, curve of $E_{\text{min}}$ is then Eq. 1.6.14c is used, reverse bias -0.2 V)

On the Fig. 3.5.3.1 there is represented a typical result of calculations there an initial CPE obtained from the modeling (Appendix A1) is converted into capacitance and another CPE (a modula CPE) using Eq. 1.6.11 and Eq. 1.6.12.

These two results differ about factor of two depending on the value of the proportionality factor $E$. Values of capacitance obtained then $E$ is chosen in between of $E_{\text{min}}$ (Eq. 1.6.14c) and $E_{\text{max}}$ (E=1)situate inside the range specified by these two limiting values of capacitance. Values of $E>1$ turned out to be inapplicable and do not have physically reasonable parameter values if Eq. 1.6.11 and Eq. 1.6.12 are used.
Fig. 3.5.3.2. Exponential parameters \((n)\) of CPE calculated according to two limiting conditions, with \(E=0.5\) and compared with the curve of initial CPE exponential parameter \((p)\) (curve of \(E_{\text{max}}\) corresponds to the situation, then \(E=1\), curve of \(E_{\text{min}}\) is then Eq. 1.6.14c is used, reverse bias -0.2 V)

On the Fig. 3.5.3.2 there are represented limiting values for the exponential parameter of modula CPE \((n)\) calculated according to the Eq. 1.6.9 and compared with that of initial CPE \((p)\). Values of \(n\) are always less than the initial \(p\), but at the same time the possible range is about half of the entire range of \(n\) values physically reasonable (-1 to 1). Also it is remarkable that the \(n\) values corresponding to \(E_{\text{min}}\) (Eq. 1.6.14c) are slightly negative. Again, values of \(n\), if \(E\) is chosen between limiting values (here \(E=0.5\)), are situating in between of these limiting values.
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Fig. 3.5.3.3. $Q_1$ of CPE calculated according to two limiting conditions and compared with the $Q_1$ values of the condition with an arbitrary $E=0.5$ and with the curve of $Q$ of initial CPE (curve of $E_{\text{max}}$ corresponds to the situation, then $E=1$, curve of $E_{\text{min}}$ is then Eq. 1.6.14c is used, reverse bias -0.2 V)

On the Fig. 3.5.3.3 there are represented results for the calculation of $Q_1$ for the modulus CPE according to the Eq. 1.6.10 and Eq. 1.6.12 in case of limiting values of $E$ ($E=1$ and using Eq. 1.6.14c), $E=0.5$ and these are also compared with the values of $Q$ of initial CPE. There can be seen that the less is $E$ the more the $Q_1$ depends on frequency. Because these results are not needed independently as means for the calculation of material physical parameters, these are not discussed here.

### 3.5.4. CALCULATIONS OF A DEPLETION LAYER RESISTANCE AND SERIES RESISTANCE VALUES USING CPE

In this work the initial CPE obtained from the modeling (with $p$ values close to zero and slightly negative) is converted into a series resistance and a series modulus CPE (a comparison with the conversion into parallel resistance and parallel modulus CPE is given later) using Eq. 1.7.1.4 to Eq. 1.7.1.7 as general equations with any value of $E$ (proportionality factor). This configuration is chosen because of dc consideration. At dc conditions such an initial CPE should have a finite value that corresponds to the resistance (in this case depletion region parallel resistance). If a modulus CPE was chosen in parallel, its dc impedance was zero, so shunting the resistor and giving a zero resistance at dc situation.
Fig. 3.5.4.1. Resistance calculated at different values of $E$ for converting a resistive-like CPE into resistance and modula CPE (curve of $E_{\text{min}}$ corresponds to the situation, and then $E$ is calculated according to Eq. 1.7.1.8a, reverse bias -0.2 V)

On the Fig. 3.5.4.1 there is shown how the resistance value calculated generally from Eq. 1.7.1.6 and Eq. 1.7.1.7 depends on the value of $E$ that is the proportion between the modulus of resistance and the modulus of the modula CPE. If $E$ increases the resistance decreases monotonically. As a test situation for choosing an appropriate value of $E$ there will be used a comparison with the applied bias at the structure under consideration.

Fig. 3.5.4.2. Exponential parameters ($n$) of the modula CPE calculated according different values of $E$ and compared with the curve of initial CPE exponential parameter ($p$) (reverse bias -0.2 V)
On the Fig. 3.5.4.2 there are represented results for calculation of the values of the exponential parameters of \( n \) for the modula CPE according to the Eq. 1.7.1.4 if the \( E \) values are changed. \( E_{\text{min}} \) result (Eq. 1.7.1.8a) is not shown because it masks other results in scale as it has values slightly less than -1. If \( E \) increases the value of \( n \) approaches that of initial \( p \).

![Graph](image)

**Fig. 3.5.4.3.** \( Q_1 \) of modula CPE calculated in case of different values of proportionality factor \( E \) (curve of \( E_{\text{min}} \) corresponds to the situation, then \( E \) is calculated according to Eq. 1.7.1.8a, reverse bias -0.2 V)

On Fig. 3.5.4.3 there are represented results of the calculation of \( Q_1 \) of the modula CPE according to the Eq. 1.7.1.5 and Eq. 1.7.1.7. If \( E_{\text{min}} \) (Eq. 1.7.1.8a) is used for calculations, the \( Q_1 \) is strongly frequency dependent. This dependence decreases as higher values of \( E \) are used. Finally if an infinite value of \( E \) is used the \( Q_1 \) approaches the value of \( Q \) of initial CPE.

### 3.5.5. EVALUATION OF PROPORTIONALITY FACTOR \( E \) FOR A RESISTANCE-LIKE CPE

An evaluation of the proportionality factor \( E \) could be obtained then the resistances calculated using Eq. 1.7.1.6 and 1.7.1.7 or Eq.1.7.1.14 and Eq. 1.7.1.15 are compared with the differential resistance obtained from the \( I-V \) curve of the structure. On the Fig. 3.5.2.5 and Fig. 3.5.2.6 of parameter influence evaluation there can be concluded that the dominant circuit element at low frequencies (10
kHz and lower in case of impedance modulus and 100 Hz and lower in case of impedance phase) and at reverse biases is the parallel resistance-like CPE.

This means that the differential resistances calculated from that CPE must give same values that can be obtained from the $I$-$V$ curve.

The $I$-$V$ curve represented on Fig. 3.5.5.1 was fitted with the equation of the “real” solar cell in dark conditions using the equation of

$$J(V) = J_0 \left( e^{\frac{q(V - R_{ser}J)}{nQkT}} - 1 \right) + \frac{V - R_{ser}J}{R_{sh}}$$

(3.5.5.1),

where $Q$ is the elementary charge, $J(V)$ is the current density at the applied voltage $V$, $J_0$ is the dark current density, $R_{ser}$ is the serial resistance of the junction, $R_{sh}$ is the shunt resistance of the junction barrier, $n$ is the ideality factor, $k$ is the Boltzman coefficient and $T$ is the temperature.

The results show that the estimation for the ideality factor is $n=5.47$, for the dark current $J_0=86$ $\mu$A, series resistance $R_s=36$ Ohm and shunt resistance $R_p=6.8$ kOhm.

At reverse side of the $I$-$V$ curve the differential resistance was calculated numerically from the experimental data for the comparison with the resistance-like CPE $Q$ value and resistance values obtained from Eq. 1.7.1.6 and Eq. 1.7.1.7.
Fig. 3.5.5.2. $Q$ values of the resistance-like CPE compared with resistance calculated according to Eq. 1.7.1.6 and Eq. 1.7.1.7 (with $E_{\text{min}}$) at different reverse bias conditions.

According to the influence analysis (Figs. 3.5.2.5, 3.5.2.6) trusted values of $Q$ can be obtained at low frequencies up to 10 kHz (about $10^5$ rad/s). Resistance values calculated according to Eq. 1.7.1.6 and Eq. 1.7.1.7 decrease as the frequency decreases.

This is probably a sign of inapplicability of CPE analysis under consideration and maybe somewhat different transformation of the resistance-like CPE is needed. This phenomenon can be briefly analyzed using the definition of the differential resistance:

$$R = \frac{dV}{dl} = \frac{dV}{dQ} \cdot s \quad (3.5.5.1)$$

where $dV$ is an infinitesimal change of the voltage, $dl$ is an infinitesimal change of the current, $dQ$ is an infinitesimal change of a charge and $s$ is a period of the change.

As $s$ increases then the frequency decreases, and also $dQ$ increases, the $R$ should remain the same. If there is a decrease in the value of $R$, then it may be only then the $dQ$ increases more than the $s$ does. If more charge flows through the structure and causes a bigger $dl$ when the period increases, this may be due to some relaxation processes that consume more charge at low frequencies so that the
change in potential must be build up on a bigger amount of charge and current. On the other hand this increase of the \(dQ\) would not be expected to be an increase of the charge storage that is a capacitive phenomenon.

For comparison with \(R\) calculated from \(I-V\) curve the most low frequency values of \(R\) and \(Q\) of resistance like CPE are used.

Fig. 3.5.5.3. Comparison of \(I-V\) measurement (reverse bias) based differential resistance with the resistance predicted from Eq. 1.7.1.6 and Eq. 1.7.1.7, and the \(Q\) of the resistance-like CPE (measurement frequency 200 Hz)

From the Fig. 3.5.5.3 there can be given an estimation of factor \(E\). As there is not any plateau seen on Fig. 3.5.5.2 it is not possible to expect that the frequency used in the calculations (200 Hz) is appropriate for making a comparison with an \(I-V\) curve based differential resistance. There can be concluded that the minimum possible value of \(E\) must be used if this concept is valid. If the resistance curve calculated in the case of \(E_{\text{min}}\) had higher values at all potentials in comparison with the \(I-V\) curve based differential resistance, there would have been more support to the calculations under discussion.

Finally there must be concluded from this figure that \(E_{\text{min}}\) value is a most probable estimation for the calculation of \(R\) values if any. The reason why this test tends to fail may be that the frequency used is too high on one hand and the scan rate of the measurement of the \(I-V\) curve was too low (5 mV/s). If the frequency of
the measuring signal and the scan rate would have been somewhat more comparable in terms of the mean rate of the potential change the conclusion about the test result was to be more adequate.

![Fig. 3.5.5.4. Comparison of $I$-$V$ measurement (forward bias) based differential resistance with the resistance predicted from Eq. 1.7.2.10 and the $Q$ of the resistance-like CPE (measurement frequency 200 Hz)](image)

More promising results of the calculated resistance values can be obtained then the forward bias is applied to the junction. Here it can be seen that at low forward biases the resistance values calculated according to the Eq. 1.7.2.10 (transform corresponding to the Fig. 1.6.1 b) match well with the experimental value of the differential capacitance, calculated from the $I$-$V$ curve. At higher biases around 0.3 V this match disappears, but then the resistances calculated according to the Eq. 1.7.1.6 and Eq. 1.7.1.7 (transform corresponding to the Fig. 1.6.1 a) seem to match with the experimental differential capacitance.

This must be noted here that the voltage drop caused by the series resistance is not taken into account here. This may point to the possibility that really the match of the resistances calculated according to the Eq. 1.7.1.6 and Eq. 1.7.1.7 is a coincidence but the applicability range of the Eq. 1.7.2.10 is even wider.
3.5.6. COMPARISON OF THE PARALLEL CAPACITANCE – PARALLEL RESISTANCE IMPEDANCE RESPONSE WITH THE IMPEDANCE RESPONSE OF THE MODULA CPE’S

There is a question about that do the modula CPE, that are calculated according to the method proposed here, really does mean. It is hardly possible to find physical meaning to the parameter of $Q$ of modula CPE as this is reported on Fig. 3.5.2.5 and Fig. 3.5.2.6. To find out about this question, this is possible to merge two modula CPE-s into the on modula impedance. This is possible if both initial circuit elements (CPE-Rp and CPE-Cp) are converted into the ideal element and the modula element in parallel (Fig. 1.6.1 b). In this case, both modula elements appear to be connected in parallel and their impedance response can be merged into single impedance.

Schematically this is represented on the Fig. 3.5.6.1.

![Diagram of impedance conversion](image)

**Fig. 3.5.6.1.** Conversion of the experimentally found parallel connection of CPE-Cp and CPE-Rp into the parallel connection of capacitance, resistance and modula impedance

![Nyquist plot](image)

**Fig. 3.5.6.2.** Nyquist plots of the modula impedance calculated according to the transformation schematically reported on Fig. 3.5.6.1
Fig. 3.5.6.3. Nyqvist plots of the impedance of the resistance and capacitance in parallel calculated according to the transformation schematically reported on Fig. 3.5.6.1

On the Fig. 3.5.6.2 there are reported Nyqvist plots of the modula impedance. The conclusion that can be made upon these curves is that the influence of the modula impedance becomes more significant at higher reverse biases. More investigation is needed to find out the origin of such phenomenon.

On the Fig. 3.5.6.3 there are reported the results of the Nyqvist plots of the parallel connection of the resistance and capacitance that are calculated according to the flow diagram of Fig. 3.5.6.1. Here is apparent that the values of the imaginary part do not change the sign as there was observed in the experimental data (Fig. 3.5.1.3). At the same time at low frequencies there is a bending caused by the decrease of the resistance values at low frequencies. This phenomenon was already reported on Fig. 3.5.4.1 and Fig. 3.5.5.2. This phenomenon is also of unknown origin and possibly points to the fact that some other kind of conversion is appropriate for subtracting the modula impedance and the resistance (as well as the capacitance).
Fig. 3.5.6.4. Comparison of amplitudes of the impedance of the connection where the resistance and the capacitance are in parallel, and that of the module impedance. (responses corresponding to the same bias are marked with similar margins: empty margins for module impedance, filled for the impedance of the parallel resistance and capacitance)
Fig. 3.5.6.5. Comparison of phases of the impedance of the connection where the resistance and the capacitance are in parallel, and that of the modulus impedance. (responses corresponding to the same bias are marked with similar margins: empty margins for modulus phase, filled for the phase of the parallel resistance and capacitance)

Most clearly can the modulus impedance and the impedance of the parallel resistance and capacitance compared if the Bode plots of magnitude (Fig. 3.5.6.4) and phase (Fig. 3.5.6.5) are used. In both plots there is seen that curves of the compared circuit elements are very similar. This may be an indication that these transforms are only formal and do not reflect real processes in the studied structure. Exceptions in both magnitude and phase in this sense are the curves corresponding to the -0.1 V and 0 V.

There is seen that the character of compared curves becomes different and behavior of these is independent of each other. This may be a supporting observation that in this range the calculations proposed may reflect some real processes that are subtracted adequately.
This is evident that the question of subtraction of the certain CPE into resistance or capacitance and modula impedance must be studied further with greater effort. For doing this there are proposed basic formulas for further investigation in Appendix A2.

3.5.7. PREDICTION OF THE SEMICONDUCTOR TYPE AND CALCULATION OF CHARGE CARRIERS PROFILES

For predicting a barrier in the structure of glass/ITO/CuIn$_3$Se$_5$/graphite, the conductivity type of the CuIn$_3$Se$_5$ film was predicted with the potentiodynamic termoprobe test and the polarity of the diode of glass/ITO/CuIn$_3$Se$_5$/graphite was found out. The test with termoprobe revealed that the conductivity of this material is of p-type. Study of the polarity showed that if the positive electrode was connected to the graphite, the diode opens when the positive bias is applied. From the simple band diagram analysis these two observations give a ground to the conclusion that there is a junction between ITO and CuIn$_3$Se$_5$. As the ITO is of metallic like contact an n’p type or a Schottky-type of junction is expected to be present.

On Fig. 3.5.7.1 there are represented results of the depletion capacitance calculations according to the Eq. 1.6.20. According to the calculations of the parameter influence, the frequency range where the capacitance has a significant influence is from $10^3$ rad/s to $10^8$ rad/s. So the feature of increasing capacitance at frequencies higher than $10^8$ rad/s is not sound. In this range of frequencies the capacitance changes about 2 to 3 times. This is obviously a common feature for
deep level ionization that is dependent on the frequency as the time of relaxation depends on the deep level energy value and becomes longer as the energy level is deeper. In these curves there is not probably any range of frequency there the capacitance has a constant value. This obviously adds difficulty to the choice of the frequency suitable for calculations of charge carrier’s profiles. In this work the frequencies around 10 Mrad/s were used. In this range the frequency dependence is weaker and it may be assumed that the response is caused already only by shallow level defects that cause the prevailing majority carriers concentrations.

Fig. 3.5.7.2. C-V curves of the glass/ITO/CuIn₃Se₅/graphite structure measured at reverse biases and at different frequencies of the ac signal

On Fig. 3.5.7.2 there are represented the results of C-V measurements according to the calculations with Eq. 1.6.20. At higher frequencies the capacitance values decrease showing that a smaller amount of the charge is extracted during one cycle of the excitation signal. The change of capacitance value reflects the deep level defects concentration values that can be roughly estimated comparing density profiles calculated for different frequencies. The slow decrease of capacitance values as the reverse bias increases is a common feature of depletion layer that expands at these biases.
Fig. 3.5.7.2a. C-V curves of the glass/ITO/CuIn₅Se₅/graphite structure measured at forward biases and at different frequencies of the ac signal

On Fig. 3.5.7.2a there are represented C-V curves that are calculated for forward biases. Majority carriers profiling is usually realized using the data of the reverse side. This is because usually this method is applied in the case of thicker structures. These structures have thicknesses 1 µm and more. And the profiling depth is big enough to examine the material in quite detail. On the other hand, at forward potentials, the minority carrier’s injection occurs that starts to affect the depletion layer and finally forms up an accumulation layer that phenomena are beyond the simple depletion layer model that is the basis of calculations here.

Still at lower forward potentials the injection is not observed. On the graph there is seen that there is a maximum of the capacitance. If there was an injection the chemical capacitance would have appeared and the corresponding increase of the capacitance value of the order or two was present.

C-V curves obtained at frequencies about 1 to 10 MHz were chosen for the calculation of shallow level defects concentrations as a profile of the material depth. For that reason the appropriate data (Fig. 3.5.7.2 as an example) was smoothed with a suitable algorithm provided by the Mathcad 13 built in functions. The Gaussian kernel with a bandwidth b (here about 0.25 V) (algorithm denoted as ksmooth which uses the Nadaraya-Watson kernel regression) was found to be most suitable because this allowed monotonously decreasing capacitance values. This is needed to avoid mess in the coordinate calculations because equal values of capacitances at different voltages give the same material depth values but different values of concentrations.
The smoothed data was then approximated with cubic spline functions to obtain a data fit suitable for differentiation.

Fig. 3.5.7.3 reports the results for the charge carrier profile calculations where the initial point of the depth coordinate is expected to situate on the interface of the ITO and CuIn\textsubscript{3}Se\textsubscript{5} according to the predictions of the conductivity type and the polarity of the structure. As the measured C-V curves are frequency dependent (Fig. 3.5.7.2) it is expected that the results of the profiling calculations are frequency dependent as well. Most evident is that the calculated position of the depletion edge does largely depend on measurement frequency. Still this is caused by the ionizations inside the depletion region and not only at the edge of the depletion layer. The values of concentration also decrease as the frequency increases, pointing that the deep level states do not respond at higher frequencies. Roughly it can be concluded that the concentration of deeper levels are of the same order as the shallow level concentrations predicted more likely at the edge of the depletion layer. On the other hand this is opposite to the results which were found in the case of the newly HVE deposited CuIn\textsubscript{3}Se\textsubscript{5} film (Fig. 3.4.10) where there was observed increase of the carrier concentration if the measurement frequency increased. These earlier calculations used then a simple RC parallel circuit results for the capacitance calculations instead of circuit consisting of general CPE elements. Still this comparison is not quite correct because the objects are physically different.
Fig. 3.5.7.3a. Carrier concentration profiles of the glass/ITO/CuIn$_3$Se$_5$/graphite structure calculated at forward biases and at different frequencies of the ac signal

On the Fig. 3.5.7.3a there are reported results of the carrier profiles calculated at forward biases. Here the order of the concentration value is the same as reported on Fig. 3.5.7.3. As the forward potential range is significantly smaller (0.3 V) than at the reverse potential range (1 V), there is also a smaller profiling range available. As at reverse potentials, sharp changes in concentration values may not be real and are caused by the properties of calculation method. Also the smoothing conditions influence the shape of the profile a lot.

Unfortunately there is no other sound criterion for choosing an appropriate measurement frequency than the SEM micrograph (Fig. 3.3.2) of the cross-section of the same structure under discussion. From there it is possible to estimate the largest physically possible value for the depletion layer width and to use this as the restriction for the highest possible value that can be calculated while using Eq. 1.8.2.

The value of the maximum width obtained from Fig. 3.3.2 corresponds to the maximum value calculated using Eq. 1.8.2 if the frequency is 4 MHz and the reverse bias is -1 V. This is not possible to predict exactly the right frequency to be used for the calculations because in these measurements the highest reverse bias
was chosen -1 V. This is possible that capacitance decreases slightly even further if the voltage becomes less than -1 V.

The sharp peaks on the Fig. 3.5.7.3 are obviously artifacts caused by the specific form of the Eq. 1.8.1 that has a derivative of differential capacitance in denominator. This means that an average value of concentration can be estimated and no particular information about the distribution of the shallow defects inside the material. On the Fig. 3.5.7.3, the results obtained for frequency of 4 MHz are designated with filled circles. An average concentration of shallow defects is $1 \cdot 10^{16}$ cm$^{-3}$.

3.5.8. ESTIMATION OF THE MOBILITY OF MAJORITY CARRIERS

![Graph](image)

**Fig. 3.5.8.1. Differential series resistance dependences on reverse dc at different frequencies**

On Fig. 3.5.8.1 there are reported serial resistance dependences on reverse dc calculated from the equivalent circuit parameter CPE-Rs using Eq. 1.7.1.14 and Eq. 1.7.1.15. From there it is seen that the resistance value decreases as the reverse current increases. This is an expected behavior that would be observed if the base area of the structure is decreasing while the depletion region expands. On the other hand the accuracy cannot be expected to be high. Comparing these values with the data on Fig. 3.5.2.5 it turns out that the influence percentage of the series resistance value in this range is about 0.1% of the impedance modulus value. The influence in
phase is somewhat more significant – about 1 to 10%. At the same time the error percentage of the impedance measurement device used is 0.5%.

These data were smoothed similarly as in the case of \( C-V \) data and then integrated according to Eq. 1.9.2 and 1.9.2a using spline functions of Mathcad13.

![Graph of Mobility vs. Depletion width](image)

**Depletion width / [micrometer]**

\[ \text{Mobility} / [(cm^2)/(Vs)] \]

[\( \times \times \) Eq 41]

[\( \leftrightarrow \) Eq 41a]

**Fig. 3.5.8.2. Estimation of the mobility of holes in the structure of glass/ITO/HVE CuIn\(_3\)Se\(_5\) according to the measurements at reverse bias**

On the Fig. 3.5.8.2 there are reported results for the calculation of mobility of holes according to the Eq. 1.9.3 and 1.9.4. Estimation of \( \Delta R \) for the materials base gives a value of a resistivity about 30 Ohm·m.

As the results shown here depend largely on smoothing parameters, the frequencies used for calculation of both the carrier concentration profiles and the series resistances, as well as the error range of the measurement device is probably exceeded, this means that these values may be highly speculative and mostly only estimating. This may be that the base region is too small for achieving more reliable results.
On Fig. 3.5.8.2a there are represented results of the mobility calculations according to the data measured at forward biases. According to the parameter influence analysis the series resistance is most influential in the frequency range about 100 Hz to 1 kHz. At the same time the accuracy of predicting the resistivity value, is lower than in the case of the reverse conditions.

Still quite similar value of the mobility can be obtained, but this must be treated as an estimation, and not a precise profile of mobility. The approximate precision is about 1 cm²/Vs.
CONCLUSIONS

1) It was found, that used PLD and HVE techniques are appropriate for the CuIn$_3$Se$_5$ photoabsorber deposition. The PLD deposited and annealed layers demonstrate dense polycrystalline structure of chalcopyrite with an average grains size of 50-200 nm, exhibit photosensitivity and n-type of conductivity. CuIn$_3$Se$_5$ layers prepared by HVE technique from a polycrystalline stoichiometric precursor had a non-uniform composition in the cross-section. After annealing in argon homogenous polycrystalline chalcopyrite CuIn$_3$Se$_5$ layers with the crystal sizes of 200 nm were formed. The annealed HVE layers exhibit photosensitivity and p-type of conductivity.

2) Diode structures based on CuIn$_3$Se$_5$ photoabsorber layers were prepared for the IS measurements: organic photoabsorber ZnPc gives stable diode contact layer to PLD CuIn$_3$Se$_5$ layers and photosensitive diode structures glass/ITO/ HVE CuIn$_3$Se$_5$ can be prepared using the graphite ohmic contacts.

3) Method of the IS modeling for the structures based on polycrystalline films of CuIn$_3$Se$_5$ was developed and consists of three steps:
   i) Determination of appropriate equivalent circuit for the entire measurement frequency range.
   ii) Shrinking of the modeling range of frequencies to the minimum value and using the sliding modeling mode so that all parameters of the circuit are found as functions of the measurement frequency.
   iii) The conversion of CPE parameters into the ideal resistive, capacitive and inductive parameters using the idea that any CPE can be transformed into parallel or series configuration of complementary CPE.

4) It was shown that structures of glass/ITO/PLD CuIn$_3$Se$_5$/ZnPc/graphite can be considered as two barrier networks consisting of two parallel RC connections in series, where R and C are ideal resistance and ideal capacitance. Structures of glass/ITO/HVE CuIn$_3$Se$_5$/graphite could be considered as similar networks, where ordinary resistive, capacitive and inductive elements are replaced with resistive-like, capacitance-like and inductive-like constant phase elements. Equivalent circuits consisting of general CPE elements were found mathematically more appropriate for the description of impedance behavior of the structures based on CuIn$_3$Se$_5$ layers.

5) The best match of the calculated and experimental values of the differential resistance was observed at small forward potentials in the range of 0 to 0.3 V. Also the match at small reverse potentials (0 to -0.1 V) is satisfactory.

6) As a result of this doctoral thesis modeling method of IS data was developed. The method provides several advantages and allows:
   i) reduction of the modeling error in the whole frequency region
   ii) as a result of the analysis of CPE elements to make available the real physical capacitive and resistive parameters
   iii) observation of frequency behavior of all network parameters
iv) elimination of the so-called negative capacitance problem usual for polycrystalline structures at zero and reverse bias voltages at lower frequency values of the ac signal.

7) Our results show that the concentration of the shallow level defects in the layers of deposited CuIn$_3$Se$_5$ depends on the deposition method. PLD samples have a majority charge carriers concentration in the range of $1 \times 10^{14} - 1 \times 10^{15}$ cm$^{-3}$. Freshly deposited HVE samples have a majority charge carriers concentration in the range of $1 \times 10^{16} - 1 \times 10^{17}$ cm$^{-3}$. Aged HVE deposited samples have a majority charge carriers concentration in the range of $1 \times 10^{16} - 2 \times 10^{16}$ cm$^{-3}$. The mobility of the charge carriers of the aged HVE deposited samples was determined to be approximately $0.5$ cm$^2$/Vs.

8) It was shown that proposed method of IS measurement and following modeling can be applied to determination of main electro-physical parameters of deposited CuIn$_3$Se$_5$ layers. This gives a possibility of using this technique for preparing of photo-absorber layers with predictable properties appropriate for the solar cell applications. On the other hand, further investigation is needed for the development of the analysis of the CPE content. This allows improving the basis for the determination of parameters of prepared structures.

**ABSTRACT**

In this doctoral thesis the preparation of CuIn$_3$Se$_5$ photoabsorber layers by using the pulsed laser deposition (PLD) and high vacuum evaporation (HVE) techniques was studied and the electrical properties of prepared layers were investigated with the method of impedance spectroscopy (IS).

As the first type of samples the glass/ITO/PLD CuIn$_3$Se$_5$ structures prepared in the State University of Saint-Petersburg, Russia, were investigated and used to obtain the hybrid diode structures with the zinc phthalocyanine (ZnPc) deposited by the HVE method in our Lab forming an hybrid structure of glass/ITO/PLD CuIn$_3$Se$_5$/ZnPc. As the second type of samples the structures of the glass/ITO/ CuIn$_3$Se$_5$ were deposited by the HVE method in our Lab. After the HVE deposition of CuIn$_3$Se$_5$ the structures were annealed in argon atmosphere and graphite adhesive suspension was applied for preparation of the electric contacts. Both materials of CuIn$_3$Se$_5$ obtained by the PLD and HVE techniques were studied with the Raman spectroscopy, XRD and EDS for determination of the elemental and phase composition.

SEM micrographs and the results of EDS analysis showed that the films obtained by the PLD method demonstrate the uniform morphology and elemental composition of the CuIn$_3$Se$_5$ in cross section. The as-deposited films prepared by HVE consisted of two main layers with different elemental composition, which
averaged during the annealing process and formed a single layer of the CuIn$_3$Se$_5$ stoichiometry. CuIn$_3$Se$_5$ films obtained by PLD and HVE had different morphology and type of conductivity. Films deposited by the PLD method and annealed in vacuum exhibited n-type of conductivity while the films deposited by the HVE method and annealed in argon exhibited p-type of conductivity. $I-V$ measurements showed that both types of CuIn$_3$Se$_5$ films are photosensitive under white light illumination. XRD and Raman spectroscopy showed that both methods of deposition give layers of the material consisting mainly of the CuIn$_3$Se$_5$ chalcopyrite phase. Results of the study show that used methods of deposition are appropriate for the preparation of CuIn$_3$Se$_5$ photoabsorber layers depending on the preference of the type of conductivity.

For the analysis of IS measurements the method of electrical circuit analysis was used that was complemented with additional aspects. Besides the modeling of the entire frequency range with a single set of circuit parameters, the circuit modeling was accomplished in the sliding mode where the narrow range of frequency (about 1 decade of frequencies) was used to find parameters of the circuit, allowing the finding of the dependences of parameters on frequency. Constant phase elements (CPE) were used as circuit elements. For the analysis of the content of the CPE elements of the modeling circuit there were proposed additional equations in this doctoral thesis that enabled the analysis of the problem with the use of methods of mathematical analysis and allowed the test of the results with the data obtained by the experimental $I-V$ measurements. It was shown that while applying special conditions to the parameters that can be concluded from the mathematical analysis, there can be observed a good match between calculations and experiment. The analysis proposed in the thesis is a simplified case. For the analysis of the general situation the appropriate equations were reported in the Appendix.

IS calculations of the majority carriers’ concentrations showed that the concentration depends on the preparation method of the samples. PLD samples had a concentration in the range of $1 \times 10^{14} - 1 \times 10^{15} \text{cm}^{-3}$. Freshly HVE deposited samples had a concentration in the range of $1 \times 10^{16} - 1 \times 10^{17} \text{cm}^{-3}$. Aged HVE deposited samples, held in the laboratory ambient during six months, had a concentration in the range of $1 \times 10^{16} - 2 \times 10^{16} \text{cm}^{-3}$. The mobility of the majority charge carriers of the aged HVE deposited samples was approximately 0.5 cm$^2$/Vs. It was found that the proposed method of IS calculations can be applied to determine also other electro-physical parameters of CuIn$_3$Se$_5$ photoabsorber layers that are important for the solar cell applications.
KOKKUVÕTE

Hübriidsete CuIn₃Se₅ fotoabsorberstruktuuride valmistamine ja impedantsispektroskoopia

Doktoritöö käigus valmistati, kasutades laserablatsiooni ja vaakumaurustamine meetodeid, CuIn₃Se₅ fotoabsorberkilesid, uuriti nende strukturuurseid omadusi ning määrati neist kiledest valmistatud erinevate hübriidsete dioodstruktuuride elektrilisi omadusi, kasutades impedantsispektroskoopiat (IS).

Esimest tüüpi objektidena uuriti Venemaa Peterburi Riiklikus Ülikoolis laserablatsiooni meetodil sadestatud CuIn₃Se₅ kilesid, millele oli loodud vaakumaurustus meetodil tsinkftaaltsüanidist (ZnPc) kontakt, mille tulemusel saadi dioodstruktuur hübriidne klaas/ITO/CuIn₃Se₅/ZnPc. Teist tüüpi objektides kasutati CuIn₃Se₅ kilede valmistamiseks vaakumaurustamist. Materjal sadestati klaas/ITO alusele ja lõõmutati argoonis, mille tulemusel saadi struktuur klaas/ITO/CuIn₃Se₅. Elektriliste kontaktidena kasutati grafiitpastat. Nii laserablatsiooni meetodis kui ka vaakumaurustamise meetodil saadud kiled on uuritud materialidest ja faasiliste omadustest. Mõlemad meetodid sobivad CuIn₃Se₅-absorberkilede valmistamiseks sõltuvalt eelistusest juhtivustüübile.

SEM mikrofotode ja EEDS elementanalüüsi näitas, et vaakumaurustamisel tekib kahekihiline erineva morfoloogia ja elementide stöhhiiomeetrile koostisega kilestruktuur, mis lõõmutamise tulemusel ühendub nii struktuurilt kui ka elementkoostiselt. Laserablatsiooni meetodid saadud kiled on uurimisel leiti, et need on sadestamisjärgselt ristlöikes ühesuguse stöhhiiomeetrile koostise ja morfoloogiaga. Laserablatsiooni meetodid ja vaakumaurustamine meetodid saadud CuIn₃Se₅ kilede juhtivustüüp ja pinnamorfoloogia olid erinevad. Laserablatsiooni meetodid saadud kiled olid elektronjuhtivad, ja vaakumaurustamine meetodid saadud kiled olid aukjuhtivad. IV mõõtmetest abist selgitati, et mõlemal meetodil saadud kiled olid valgustundlikud ning need kompromisisid varjundust mänguv fotodüüs. Röntgendifraktsioonanalüüsi ja Ramanspektrometria suhtes olid mõlemad meetodid sadestatud kiledes domineeriv CuIn₃Se₅ faas. Tulemused näitasid, et mõlemad tööd kasutati sadestusmeetodid sobivad CuIn₃Se₅ absorberkilede valmistamiseks sõltuvalt eelistusest juhtivustüübile.

IS tulemuste analüüsimisel kasutati tavaliseid modelleerimismeetodeid (IS andmete modelleerimine elektriliste aseskeemidega), mida täiendati, kasutades modeleerimisel kitsast (u üks sagedusdekaad) ja nihkuvat sagedusvahemikku. Elektrilise aseskeemi elementidena kasutati konstantse faasinihke elemente, mida analüüsimise parameetritele vörrandide abil mahtuvuse ja takistuse leidmiseks. Konstantse faasinihke elementide sisu analüüsimiseks esitatud selles doktoritöös täiendavad vörrandid, mis võimaldavad probleemi analüüsida matemaatilise analüüsi meetodite abil ning saadud tulemused testida IV mõõtmetel saadud

IS tulemustel põhinevate arvutuste kohaselt sõltub saadud kilede enamuslaengukandjate kontsentratsioon kilede valmistamismeetodist. LaserABLatsiooni meetodil saadud kilede korral oli enamuslaengukandjate kontsentratsioon vahemikus $1 \times 10^{14} - 1 \times 10^{15} \text{cm}^{-3}$. Vaakumaarustamise meetodil valmistatud värsketes struktuurides oli enamuslaengukandjate kontsentratsioon vahemikus $1 \times 10^{16} - 1 \times 10^{17} \text{cm}^{-3}$. Struktuurides, mida hoiti kuue kuu vältel avatud laboritingimustes oli enamuslaengukandjate kontsentratsioon vahemikus $1 \times 10^{16} - 2 \times 10^{16} \text{cm}^{-3}$. Samade kilede korral arvutati liikuvus $0,5 \text{cm}^2/\text{Vs}$. Leiti, et töös esitatud täiendatud metoodika impedantsiandmete analüüsimiseks võimaldab leida ka teisi materjalide elektrofüüsilisi omadusi, mis on määravad päikeseelementide jaoks sobilike materjalide väljatöötamisel.
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IS DATA MODELING RESULTS OF THE AGED GLASS/ITO/HVE CUIN$_5$SE$_8$/GRAPHITE STRUCTURE
Fig. A1.1. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Rp parameter $1/\tilde{Q}$ frequency dependence on different applied reverse biases.

Fig. A1.2. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Rp parameter $n$ frequency dependence on different applied reverse biases.
Fig. A1.3. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Cp parameter $Q$ frequency dependence on different applied reverse biases

Fig. A1.4. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Cp parameter $n$ frequency dependence on different applied reverse biases
Fig. A1.5. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Rs parameter $1/Q$ frequency dependence on different applied reverse biases

Fig. A1.6. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Rs parameter $n$ frequency dependence on different applied reverse biases
Fig. A1.7. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Cs parameter $Q$ frequency dependence on different applied reverse biases

Fig. A1.8. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Cs parameter $n$ frequency dependence on different applied reverse biases
Fig. A1.9. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Ls parameter $1/Q$ frequency dependence on different applied reverse biases
Fig. A1.10. Equivalent circuit (Fig. 3.4.3 in main text) element CPE-Ls parameter $n$ frequency dependence on different applied reverse biases.
GENERAL PARAMETRIC TRANSFORMATION FORMULA FOR CONVERTING A CPE INTO TWO PARALLEL CPE
On Fig. 1.6.1 there is represented the general idea that any CPE impedance or admittance can be transformed into series (Fig. 1.6.1 a) or parallel (Fig. 1.6.1. b) configuration of two CPE-s. This transformation is invariant and reversible if the exponential parameters (the exponential term of \( p \) in Eq. 1.6.1) of the two new CPE-s can be fixed.

If the exponential parameters are not fixed, the transformation is not invariant and possible ways of fixing these exponential parameters must be studied. In case of the transform into parallel connection of CPE-s, the question can be studied if one of these parameters is fixed as \( p=1 \) and there are possible to use the equation system consisting of Eq. 1.6.6 – 1.6.8.

It may be wrong to assume that one of the exponential parameters of \( p \) can be fixed preliminarily and the study of possible values of exponential parameters is more complicated. For such a study there is possible to use an equation system consisting of four equations that arise from principles of the circuit calculation. Here are presented formulas that can be constructed in the case of the transformation then the initial CPE is transformed into parallel connection of two subsequent CPE-s (Fig. 1.6.1 b). In case of the transformation into series connection (Fig. 1.6.1 a) analogous equations, but somewhat different in form, can be constructed.

These equations are:

\[
\omega^{-p}Q^{-1}\cos\left(\frac{\pi}{2}p\right) = \text{•}
\]

\[
\frac{Q1\omega^n\cos\left(\frac{\pi}{2}n\right) + Q2\omega^t\cos\left(\frac{\pi}{2}t\right)}{\left(Q1\omega^n\cos\left(\frac{\pi}{2}n\right) + Q2\omega^t\cos\left(\frac{\pi}{2}t\right)\right)^2 + \left(Q1\omega^n\sin\left(\frac{\pi}{2}n\right) + Q2\omega^t\sin\left(\frac{\pi}{2}t\right)\right)^2}
\]

(A2.1),

\[
\omega^{-p}Q^{-1}\sin\left(\frac{\pi}{2}p\right) = \text{•}
\]

\[
\frac{Q1\omega^n\sin\left(\frac{\pi}{2}n\right) + Q2\omega^t\sin\left(\frac{\pi}{2}t\right)}{\left(Q1\omega^n\cos\left(\frac{\pi}{2}n\right) + Q2\omega^t\cos\left(\frac{\pi}{2}t\right)\right)^2 + \left(Q1\omega^n\sin\left(\frac{\pi}{2}n\right) + Q2\omega^t\sin\left(\frac{\pi}{2}t\right)\right)^2}
\]

(A2.2),
E \cdot Q1 \cdot \omega \cdot n = Q2 \cdot \omega \cdot t \quad \text{(A2.3) and}

B + n = t \quad \text{(A2.4)}.

In these equations \( \omega \) is the angular frequency, \( Q \ [C/(V \cdot s^{(1-p)})] \) is the parameter of the initial CPE, \( p \ [\text{unitless}] \) is the exponential parameter of the initial CPE, \( Q1 \ [C/(V \cdot s^{(1-p)})] \) is the parameter of the first CPE after transformation, \( n \ [\text{unitless}] \) is the exponential parameter of the first CPE after transformation, \( Q2 \ [C/(V \cdot s^{(1-p)})] \) is the parameter of the second CPE after transformation, \( t \ [\text{unitless}] \) is the exponential parameter of the second CPE after transformation, \( E \ [\text{unitless}] \) is the proportionality factor, \( B \ [\text{unitless}] \) is the difference of \( n \) and \( t \).

Eqs. A2.1 and A2.2 can be rearranged together and can be substituted by equations of

\[
\frac{Q1 \cdot \omega \cdot n \cdot \sin \left( \frac{\pi}{2} \cdot n \right) + Q2 \cdot \omega \cdot t \cdot \sin \left( \frac{\pi}{2} \cdot t \right)}{Q1 \cdot \omega \cdot n \cdot \cos \left( \frac{\pi}{2} \cdot n \right) + Q2 \cdot \omega \cdot t \cdot \cos \left( \frac{\pi}{2} \cdot t \right)} (A2.1a) \quad \text{and}
\]

\[
\frac{-2 \cdot n}{\omega} = \frac{1}{Q2} \quad (A2.2a).
\]

The parameter of \( s \) is defined with the Eq. 16.13 as earlier.

The Eq. A2.1 is the mathematical representation of the equality of the real part of the impedances of the initial CPE and the parallel connection of the two subsequent CPE-s. The Eq. A2.2 is the same for the imaginary part of the impedances. The Eq. A2.3 represents the simple circumstance that these two CPE-s in parallel have both admittances which magnitudes differ from each other by the factor of \( E \).

The Eq. A2.4 represents similar consideration like the latter, but there are compared phases of both admittances which differ from each other by some additive term \( B \).
Calculation suit of Mathcad 13 gives the set of analytic solutions to the system of equations of Eq. A2.1a, A2.2a, A2.3 and A2.4 with the symbolic solver.

These solutions can be studied analytically in respect of parameters of $E$ and $B$ in the same way as there is reported in chapters 1.6 – 1.7 and 3.5.3 – 3.5.6.
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